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Abstract

Progress in numerical weather prediction (NWP) is made through better understand-

ing of the physical processes represented in numerical models and their impacts on the

dynamics of large-scale weather systems. Here, potential vorticity (PV) tracer diagnostics

are used to investigate the representation of processes in the Met Office Unified Model

(MetUM).

An exact budget of the PV tracers is derived and a “dynamics-tracer inconsistency”

diagnostic implemented to quantify non-conservation of PV by the dynamical core which

was not previously accounted for. It is shown that non-conservation of PV by the dy-

namical core can have comparable tendencies to the dominant physical processes implying

that non-conservation of PV by a dynamical core can, and should, be quantified alongside

PV modification by physical processes.

Recent work has shown that the sharpness of the extratropical tropopause declines

with lead time in NWP models. In the MetUM, the advection scheme is shown to result in

an exponential decay of tropopause sharpness and non-conservative processes are shown

to sharpen the tropopause. The systematic errors in tropopause-level PV are comparable

to the tendencies associated with physical processes, suggesting that the systematic error

in tropopause sharpness could be significantly reduced through realistic adjustments to

the model physics.

Turbulent mixing within the boundary layer has been previously shown to produce

positive PV anomalies that can be advected into cyclones and reduce growth rates through

an increase in static stability; however, it is unclear whether NWP models correctly

represent this mechanism. In the MetUM, the generation of these positive PV anomalies

is found to be less clear due to large cancellations with other physical processes in the

cold sector. Front-relative compositing is used to separate the cold and warm sectors,

providing the basis for investigating PV generation in the boundary layer systematically

by compositing over many fronts.
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Acronyms and Notation

Acronyms

Acronym Full Name

PV Potential Vorticity

PVU Potential Vorticity Units

MetUM Met Office Unified Model

NAE North Atlantic and European (MetUM limited-area domain configura-

tion)

NWP Numerical Weather Prediction

DIAMET Diabatic Influences on Mesoscale Structures in Extratropical Storms

(project)

IOP Intensive Observing Period

TIL Tropopause Inversion Layer

WCB Warm Conveyor Belt

Meteorological variables

Notation Description

q Potential vorticity

θ Potential temperature

θe Equivalent potential temperature

u = (u, v, w) 3D wind vector

ρ Density

λ, φ Latitude and longitude
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MetUM notation

Notation Description

θ-level Model levels where θ and w are stored in the MetUM’s hybrid-height

coordinates following the Charney-Phillips staggering

X The set of prognostic variables in the MetUM

X(j) The set of prognostic variables after step j within a single timestep of

the MetUM following the predictor-corrector method

X(sl) The set of prognostic variables after the semi-Lagrangian dynamics step

in the MetUM

d A subscript “d” denotes evaluation at departure points in the MetUM’s

semi-Lagrangian scheme

mic Microphysics

sw Short-wave radiation

lw Long-wave radiation

con Convection

tm Turbulent mixing

cloud Cloud balancing

sl Semi-Lagrangian dynamics

solver Pressure solver

sp, fp “Slow physics” (mic/sw/lw/gwd) and “Fast physics” (conv/bl). Two

groups of physics parametrizations in the MetUM
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PV tracers

Notation Description

qadv Advection-only PV tracer

qi PV tracer for physical process i (mic/sw/lw/gwd/conv/bl/cloud)

∆qi Increment in PV due to a physical (mic/sw/lw/gwd/conv/bl/cloud) or

dynamical (sl/solver) process i within a single timestep∑
qphys The sum of physics PV tracers

ε PV not previously accounted for by the PV tracers

εI Dynamics-tracer inconsistency

εr Residual PV

Diagnostics

Notation Description

q=2 2-PVU surface of PV

qadv=2 2-PVU surface of the advection-only PV tracer

φe Equivalent latitude

θb Background state θ on 2 PVU

θ′ θ anomaly from the background state

∆qadv Contrast in qadv across a 2-PVU surface
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Chapter 1: Introduction

Chapter 1

Introduction

1.1 Thesis Overview

Weather and climate prediction is achieved by integrating numerical models of the atmo-

sphere. Over the past 40 years, weather forecast skill has continuously improved due to

increasing computing power, better understanding of atmospheric processes and higher

quality and coverage of observations (Bauer et al., 2015). The increased computing power

allows for more resources to be allocated to model resolution, representation of physical

processes and deriving the initial model state. There is no such thing as a perfect model

of the atmosphere; however, there is room for improvement. Bauer et al. (2015) identified

improvement in the parametrization of physical processes as one of the key areas contribut-

ing to increased skill in numerical weather prediction but also as a key area for further

improvements. For climate modelling, Bony et al. (2015) identified the parametrization

of cloud processes and convection, as well as their impacts on the large-scale circulation,

as a key area for future research.

The scientific contribution to improving numerical models of the atmosphere can be

thought of as a continuous iteration of the question: what changes should be made to

a numerical model to reduce systematic forecast errors? This is the overarching

question being asked in this thesis. The first step to answering this question is to identify

and characterise forecast errors. The next step is to trace these forecast errors back

to the processes responsible and understand how these processes result in systematic

forecast errors. One way to answer this question is through diagnostics that can isolate

and quantify the effects of the various processes represented within a numerical model of

the atmosphere.

In this thesis, potential vorticity (PV) tracers, based on the method of Davis et al.

(1993), are used to diagnose the effects of different processes within a numerical model.

The properties of PV, described in further detail in section 1.3, suggest a PV-based
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Chapter 1: Introduction

diagnostic of model errors would be insightful. The conservation of PV following air

masses (Ertel, 1942) makes PV a useful tracer diagnostic that can isolate the effects of

different physical processes. The invertibility priciple of PV (Hoskins et al., 1985) allows

for diagnosed PV changes to be linked with theoretical understanding of atmospheric

dynamics: many aspects of the large-scale dynamics of the atmosphere can be understood

in terms of the PV distribution. With a suitable balance approximation it is possible to

infer the changes in wind and temperature associated with changes in PV.

The research contained in this thesis is split in to three chapters (chapters 3-5) that

can be summarized as addressing a set of science questions.

1. What are the sources of PV non-conservation in numerical models?

For the PV tracers to be used to link forecast errors with the processes responsible they

must accurately quantify the sources of PV non-conservation. In chapter 3 the budget

of PV described by the PV tracers is assessed. It is shown that there is a large residual

in the PV tracers. An exact budget of the PV tracers is used to derive and implement

a “dynamics-tracer inconsistency” diagnostic and is shown to account for the majority

of the residual. The sources of dynamics-tracer inconsistency and importance within a

numerical model are discussed. The content of this chapter is taken from Saffin et al.

(2016).

2. Why does tropopause sharpness reduce with forecast lead time?

A shortcoming of current numerical weather prediction models is that the sharpness

of the midlatitude tropopause declines with forecast lead time (Gray et al., 2014). The

reduction in tropopause sharpness rapidly saturates within the first few days of fore-

casts (Gray et al., 2014) and will result in a systematic bias in the representation of

teleconnections within the atmosphere (Harvey et al., 2016). A poor representation of

teleconnections will subsequently hinder the usefullness of numerical models on longer

timescales (Palmer et al., 2008).

Since the tropopause can be described as an air-mass boundary between high-PV and

low-PV air (Reed, 1955) and the sharpness of the tropopause can be measured by the

PV gradient (e.g. Gray et al. (2014)), PV tracers will be a useful method for quantifying

the effects of different processes on the tropopause. Using the PV tracers, Chagnon et al.

(2013) showed that parametrized physical processes acted to sharpen the tropopause.

In chapter 4 the systematic effects of different processes on the tropopause, over many

2



Chapter 1: Introduction

forecasts, are quantified. The dominant mechanisms affecting the tropopause sharpness,

and potential causes of model error, are then discussed. The content of the chapter is

taken from Saffin et al. (2017).

3. What are the systematic effects of parametrized physical processes across

other air-mass boundaries?

In chapter 4, by producing composites relative to the air-mass boundary of the

tropopause, the effects of different processes acting in dynamically distinct regions could

be diagnosed. In chapter 5, the effects of different processes across air-mass boundaries

in the lower atmosphere, the boundary-layer top and fronts, are investigated.

Chapter 6 summarises the key conclusions related to the science questions. Open

questions and future work related to this thesis are also discussed. In chapter 2 the main

methods used in this thesis are described. The model used throughout this thesis is

the Met Office’s unified model (MetUM) (Davies et al., 2005) and is described. The PV

tracers, which were applied to the MetUM by Gray (2006), are also defined. The forecasts

run with the MetUM with online integration of the PV tracers are also introduced.

The rest of this chapter covers the scientific background for the thesis. Section 1.2

describes the governing equations of the atmosphere. Section 1.3 describes the important

principles of PV. Section 1.4 describes features of midlatitude weather starting at large

scales with Rossby waves, to synoptic scales of baroclinic cyclones and features embed-

ded in cyclones and finally small-scale frictional and diabatic processes. The basics of

numerical weather prediction are introduced in section 1.5 with a focus on forecast errors.

1.2 The Governing Equations

This section outlines the governing equations for the atmosphere, the set of equations that

are solved by the dynamical cores of atmospheric models. This set of equations can also

be considered the starting point for producing simplified equations by including further

approximations. The starting approximations are that the atmosphere is an ideal gas

forming a layer of fluid surrounding the rotating, and approximately spherical, Earth.

Newton’s second law tells us that the rate of change of momentum of an object is

equal to the sum of external forces acting on that object. When applied to a parcel of

3



Chapter 1: Introduction

fluid in a rotating reference frame it gives the momentum equation,

Du

Dt
= −2Ω× u− g − 1

ρ
∇p+ F, (1.1)

where u = (u, v, w) is the three dimensional wind vector (momentum per unit mass). The

derivative of the wind tells us we are following an air parcel (Lagrangian form) this can

be related to the partial derivative at a fixed location (Eulerian form) as D
Dt = ∂

∂t + u · ∇.

The terms on the right hand side give the various forces acting on the fluid parcel. The

first term (−2Ω × u, where Ω is Earth’s rotation vector) is the Coriolis force related

to the acceleration in a rotating reference frame. The second term (−g) is the effective

gravity and is a combination of the Earth’s gravitational acceleration and the centrifugal

force. The third term (−1
ρ∇p) is the pressure gradient force, where p is pressure and ρ is

density. The last term (F) is a generic vector representing frictional forces which can be

further broken down. This includes external friction, such as the interaction between the

atmosphere and the Earth’s surface, and internal friction associated with fluid viscosity.

The internal friction can be represented as ν∇2u, where ν is the kinematic viscosity.

The internal friction is a result of the molecular viscosity, a macroscopic property of

the fluid due to the microscopic fluid constituents. If the air parcels are considered at

a certain scale then unresolved fluid motions are also often represented in terms of an

“eddy viscosity” which has the same mathematical form but a much larger coefficient of

viscosity.

It is important to consider the governing equations in spherical polar coordinates

(longitude (λ), latitude (φ) and radius from the Earth centre (r)) which separates out

important forces for each direction of motion. If the Earth is assumed to be a spheroid

the effective gravity can be replaced by a constant that only appears in the vertical

component of the momentum equation. If the atmosphere is assumed to be shallow

relative to the Earth radius then the Coriolis force, appearing in the momentum equation,

can be simplified to just the vertical component, −f k̂ × u, where f = 2Ω sin(φ) is the

Coriolis parameter. The omission of the horizontal component of the Coriolis force when

the atmosphere is shallow is required when eliminating metric terms associated with the

spherical coordinates to retain key conservation principles (White et al., 2005). This set

of approximations result in what is referred to as the “shallow-atmosphere equations” as

opposed to the “deep-atmosphere equations” when these approximations are not included.

4



Chapter 1: Introduction

The mass continuity equation,

∂ρ

∂t
+∇ · (ρu) = 0, (1.2)

tells us that the changes in mass per unit volume must equal the sum of mass fluxes into

and out of the volume. The equation can also be written in Lagrangian form, giving

1

ρ

Dρ

Dt
= −∇ · u, (1.3)

which tells us that the changes in density following a fluid parcel are due to divergence

and convergence of winds.

The other aspect to the governing behaviour of the atmosphere is the thermodynamics.

The equation of state for the dry atmosphere is given by the ideal gas equation,

p = ρRT, (1.4)

where R is the specific gas constant for dry air and T is the temperature. The evolution

of the thermodynamics is best described by the potential temperature,

θ = T

(
p0
p

) R
cp

, (1.5)

where cp is the heat capacity at constant pressure and p0 is a reference pressure value

(typically 1000 hPa corresponding to a typical surface pressure). The potential tempera-

ture is the temperature an air parcel would have if brought adiabatically to the reference

pressure. The evolution of potential temperature is then given by the thermodynamic

equation,
Dθ

Dt
=

θ

cpT
Q, (1.6)

where Q is the diabatic heating rate per unit mass. The definition and evolution of

potential temperature emphasises a conceptual separation between diabatic and adiabatic

processes: the adiabatic changes in temperature are related to changes in pressure of the

air parcels. The diabatic processes can, like friction, be considered separate from the

basic fluid dynamics; heat transfers due to the effects of radiation and chemical reactions

occur because the fluid consists of atoms and molecules. The separation of adiabatic and

diabatic processes can be incorporated in to the coordinate system by using isentropic

coordinates (constant θ) where adiabatic motions are purely horizontal and the vertical

velocity is a result of diabatic heating.

5



Chapter 1: Introduction

1.3 Potential Vorticity

Potential vorticity (PV) is a useful variable in dynamical meteorology. In this section some

of the key motivations for PV and thinking in terms of PV are described. In the absence of

diabatic heating and friction, PV is advected like a tracer (Ertel, 1942). In the prescence of

diabatic heating and friction, the impermiability theorem of Haynes and McIntyre (1987)

and Haynes and McIntyre (1990) describes how PV behaves differently to a passive tracer

and gives an alternative view for interpreting PV budgets. The PV distribution provides

a complete description of the dynamics when a balance approximation can be used to

determine the winds, temperature and density through PV inversion (the invertibility

principle (Hoskins et al., 1985)). Conceptually, a balance model is stepped forward in

time by advecting the PV field like a tracer given the diagnosed winds and then inverting

the updated PV distribution to diagnose the wind field and so on. The invertibility

principle provides the theoretical backing for describing features in terms of PV (Hoskins

et al., 1985).

1.3.1 Conservation

The conservation of PV can be shown to be a combination of the dynamics, thermody-

namics and mass conservation described by the governing equations (Ertel, 1942). The

PV derived by Ertel (1942) is a generalisation of the PV derived by Rossby (1940). There

are multiple ways of deriving the conservation of PV (e.g. Vallis (2006)), in this section

the conservation of PV will described in terms of Kelvin’s circulation theorem. The first

step is to describe the evolution of vorticity by taking the curl of Eq. 1.1 which gives the

vorticity equation,

Dζ

Dt
=
∇ρ×∇p

ρ2
+ (ζ · ∇)u− ζ(∇ · u) +∇× F, (1.7)

where ζ = ξ+2Ω is the absolute vorticity vector which combines the relative vorticity (ξ)

and the planetary vorticity from the Earth’s rotation (2Ω). The terms in the vorticity

equation can be understood in terms of circulation changes. The circulation around a

closed loop is defined by,

Ca =

∮
ua · dr =

∫
S
ζ · dS, (1.8)

6



Chapter 1: Introduction

where the a subscript denotes the absolute (non-rotating) reference frame. Combining

Eqs. 1.1 and 1.7 with the definition of circulation gives Kelvin’s circulation theorem,

DCa
Dt

= −
∮

(
1

ρ
∇p+ F) · dr =

∫
S

(
∇ρ×∇p

ρ2
+∇× F) · dS. (1.9)

The Coriolis term has been eliminated because we are considering the absolute circulation.

Vortex tilting ((ζ · ∇)u) and vortex stretching (ζ(∇ · u)) both modify the vorticity while

conserving the circulation. The solenoidal term (∇ρ×∇p
ρ2

) is due to the pressure gradient

force not cancelling out around a circuit. For isentropic circulation the solenoidal term

can be eliminated, because θ = θ(ρ, p), by setting dS = n · δA where n = ∇θ
|∇θ| is the unit

vector normal to the isentropic surface and δA is the area element. Considering an air

parcel bounded by two isentropic surfaces gives

nδA =
1

ρ

δM

δθ
∇θ, (1.10)

because δA = δV
δh , δh = δθ

|∇θ| and δM = ρδV (see Fig. 4.9 in Vallis (2006)). This gives

D

Dt

(
δM

ρδθ
ζ · ∇θ

)
=
δM

ρδθ
(∇× F) · ∇θ. (1.11)

Since mass is conserved following an air parcel, the term δM can be eliminated. For

adiabatic motion, the term δθ can also be eliminated which shows that PV,

q =
1

ρ
ζ · ∇θ, (1.12)

is conserved following adiabatic (θ̇=0) and frictionless (F=0) flow (i.e. Dq
Dt = 0). Retaining

the δθ term and separating out the Lagrangian tendency of PV gives

Dq

Dt
=

1

ρ

(
ζ · ∇θ̇ +∇θ · ∇ × F

)
, (1.13)

which quantifies how the PV of an air parcel is modified by diabatic and frictional pro-

cesses.

1.3.2 Impermeability Theorem

The conservation of PV following an air mass allows us to consider PV as an air mass

tracer to the extent that the motion is adiabatic and frictionless. The impermeability

theorem arises from considering the Eulerian form of PV evolution with diabatic and

frictional processes included and has important implications for the evolution of PV and

7
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considerations of PV as tracer (Haynes and McIntyre, 1987, 1990). Haynes and McIntyre

(1987) showed that the evolution of PV could be expressed as

∂(ρq)

∂t
+∇ · (ρqu− θ̇ζ − F×∇θ) = 0. (1.14)

The important conclusion from Eq. 1.14 is that the changes in mass-weighted PV can be

written as the divergence of a flux, which is equivalent to stating that there are no net

sources or sinks of PV. This can be seen by comparing Eq. 1.14 to the equivalent form

for a trace substance with mass mixing ratio χ,

∂(ρχ)

∂t
+∇ · (ρχu + Jχ) = ρSχ, (1.15)

where ρχu is the advective flux of the tracer, Jχ is a non-advective flux term and Sχ

is a source/sink term. In this analogy, PV is equivalent to the mass mixing ratio of a

tracer (“PV substance” (Haynes and McIntyre, 1987)). In the absence of diabatic heating

and friction the PV fluxes are purely advective with the diabatic heating and frictional

processes acting as non-advective fluxes. Importantly there is no source/sink term to the

PV; it is misleading to describe the material tendencies of PV due to diabatic and frictional

processes as sources and sinks although it may appear to be a reasonable description from

the Lagrangian form of the PV equation (Eq. 1.13) (Haynes and McIntyre, 1990).

In isentropic coordinates Eq. 1.14 can be expressed as,

∂(ρq)

∂t
+∇ · (ρqv) +∇ · J, (1.16)

where v = (u, v, 0) is the isentropic wind and J = (Jx, Jy, 0) is the non-advective fluxes in

isentropic coordinates (Haynes and McIntyre, 1987). The key conclusion is that there is no

cross-isentropic flux of PV substance even in the presence of non-conservative processes:

there can be no net transport of PV across isentropic surfaces (Haynes and McIntyre,

1987). In the analogy of PV as a tracer, the isentropic surfaces act as membranes per-

meable to mass but impermeable to PV substance. The material changes in PV are

described as result of mass fluxes across isentropes resulting in dilution/concentration of

PV substance.

The response of a stationary, stratified atmosphere to a region of diabatic heating

can illustrate the way the different perspectives arrive at consistent conclusions. A local

increase of θ means a lowering of the isentropic surface above; ∂θ∂z has increased below the

heating and decreased above which results in a dipole of PV anomalies with a negative
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PV anomaly above the heating and a positive PV anomaly below. This is immediately

obvious from the Lagrangian evolution of PV (Eq. 1.13) where the tendency of PV is

proportional to the gradient in diabatic heating. From the perspective of the PV imper-

meability theorem, a localised region of latent heating will cause a mass flux across an

isentrope. Since the isentrope is impermeable to PV substance there will be a dilution of

PV substance above the isentrope and concentration of PV substance below the isentrope

which gives the equivalent result of a dipole in PV anomalies.

1.3.3 Balance

The concept of balanced flow is key to the PV perspective; the invertibility principle of PV,

as described by Hoskins et al. (1985), states that the distribution of PV and boundary

conditions are sufficient to infer the balanced flow. The ideas of balanced conditions

originally stemmed from the need to suppress unrealistic inertia-gravity waves from being

generated in numerical models of the atmosphere (Charney, 1955) and balanced models

are considered to be equations which filter out the fast motions from inertia-gravity and

sound waves (McIntyre and Norton, 2000).

The simplest balances in the atmosphere can be derived by considering the dominant

terms in the momentum equations. Neglecting the accelerations of air parcels as well as

frictional forces the vertical momentum equation gives hydrostatic balance,

∂p

∂z
= −ρg, (1.17)

where the gravitational pull of the Earth on the atmosphere is balanced by vertical pres-

sure gradients. If an air parcel is adiabatically displaced in the vertical from a background

state in hydrostatic balance then it will oscillate with the Brunt-Väisälä frequency,

N =

√
g

θ

dθ

dz
. (1.18)

This wave solution has two modes: for N2>0 (dθdz>0) the growth rate is imaginary and

results in an oscillation; for N2<0 (dθdz<0) the growth rate is real and results in an expo-

nential increase as the air parcel is accelerated due to being increasingly more buoyant

relative to its surroundings (increasingly less buoyant if the inital displacement is down-

wards). The latter is a simple example of instability and adjustment to a balanced state.

The atmosphere will rapidly rearrange itself to a stably stratified state which is essential

to using θ as a vertical coordinate.

9
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Neglecting local accelerations of air parcels and frictional forces in the horizontal

momentum equations gives geostrophic balance,

fk× vg = −1

ρ
∇hp, (1.19)

where the pressure gradient force balances the Coriolis force giving a balanced geostrophic

wind (vg). If the atmosphere is described in terms of perturbations to a reference state

that only varies vertically (anelastic approximation) then the hydrostatic and geostrophic

balances can be descibed in terms of a geostrophic streamfunction,

ψg =
p′

ρrf0
, (1.20)

where p′ is the pressure perturbation to the reference state, ρr is the reference profile for

density and f0 is constant Coriolis parameter. Geostrophic balance becomes

vg = −k̂×∇ψg, (1.21)

and hydrostatic balance becomes,

f0
∂ψg
∂z

= b′, (1.22)

where b′ = g θ
′

θr
is a buoyancy anomaly, with θr and θ′ denoting the reference profile of

θ and the anomaly field respectively. The combination of hydrostatic and geostrophic

balances gives the thermal wind balance relation,

f0
∂vg
∂z

= k×∇b′. (1.23)

The simplest balances are equivalent to the zeroth order asymptotic expansions, in

small Froude number (Fr = U
NH ) for stratified flow and in small Rossby number (Ro

= U
fL) for rapidly rotating flow (Vallis, 1996). A well known balance model is the quasi-

geostrophic equations which have been used to explain large-scale flow patterns in the

midlatitudes (e.g. Charney and Stern (1962)). The quasi-geostrophic equations can be

considered as a first order expansion in Rossby number (Vallis, 1996). Expanding the

velocity in terms of Rossby number the velocity is considered as the combination of the

zeroth-order geostrophic wind (vg) and the first order ageostrophic wind (va), with higher

orders neglected, such that

v = vg + va, (1.24)

and

va ∝ Ro · vg. (1.25)
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The quasi-geostrophic equations can be described by the conservation of quasi-

geostrophic PV following the geostrophic flow,

Dgqg
Dt

= 0, (1.26)

where
Dg
Dt = ∂

∂t + vg · ∇h is advection by the geostrophic wind and the quasi-geostrophic

PV is given by,

qg = f +∇2
hψg +

1

ρr

∂

∂z

(
ρr
f2

N2

∂ψg
∂z

)
, (1.27)

The quasi-geostrophic PV equation (Eq. 1.27) gives a linear relation between the PV and

the geostrophic streamfunction which is the basis of the invertibility principle (Hoskins

et al., 1985); equation. 1.27 can be inverted to determine the geostrophic streamfunction,

and hence the geostrophic winds, given the distribution of qg, specification of the reference

profile (ρr) and boundary conditions. This can be seen by writing Eq. 1.27 as q = f+L(ψg)

where L represents a linear elliptic operator. The equation is then inverted (ψg = L−1(q−

f)) so that the streamfunction can be determined from the PV distribution. The linearity

of Eq. 1.27 means the PV field can be separated into multiple PV anomalies and parts of

the full flow can be attributed to the individual PV anomalies unambiguously (Bishop and

Thorpe, 1994). This way we can view individual anomalies of PV as inducing a certain

amount of rotation and stratification; Figure. 1.1 shows the rotation and stratification

associated with an isolated PV anomaly.

When inverting PV, the boundary conditions can have large impacts on the solution.

The boundary conditions are θ anomalies (Bretherton, 1966b) which act like PV anomalies

exterior to the boundaries (Bishop and Thorpe, 1994). At the ground θ anomalies act like

PV anomalies of the same sign whereas at upper boundaries, such as a rigid tropopause, θ

anomalies act like PV anomalies of the opposite sign. This can be seen by considering the

displacement of isentropes by θ anomalies: at the ground a positive θ anomaly means the

isentropes bend towards the anomaly and there is an associated balanced flow response

which can be reproduced by placing a boundary above the positive PV anomaly in Fig. 1.1;

for the tropopause a negative θ anomaly means the isentropes bend towards the anomaly

which can be reproduced by placing the boundary below the positive PV anomaly in

Fig. 1.1.

The accuracy of PV inversion can be improved by using more accurate balance rela-

tions and extending quasi-geostrophic PV thinking to the full PV (Thorpe and Bishop,
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Figure 1.1: Figure 1b from Thorpe and Bishop (1995). A vertical cross section showing

the stratification and rotation induced by an isolated quasi-geostrophic PV anomaly with

magnitude q′

f0
= 4. The left panel shows θ (contour interval 4 K) and the right panel

shows normal velocity (contour interval 4 m s−1). The distances are relative to the radius

of the PV anomaly with the vertical using a stretched coordinate.

1995). Davis and Emanuel (1991) introduced a PV inversion method using the nonlinear

balance equations of Charney (1955) that separated individual anomalies of PV and at-

tributed separate flow patterns to each anomaly (piecewise PV inversion). The accuracy

of piecewise PV inversion is improved by using the more accurate balance equations at

the expense of ambiguity in attribution of the flow to individual PV anomalies due to the

nonlinearity of the balance relation used (Davis and Emanuel, 1991). Spatial separation

of PV anomalies reduces the ambiguity in the attribution due to a decreasing importance

of the nonlinear interaction of PV anomalies in the inversion operator with increasing

spatial separation (Birkett and Thorpe, 1997).

The combination of eqs. 1.26 and 1.27 gives a prognostic model based on the assump-

tions of quasi-geostrophy. PV is advected then inverted to obtain the balanced flow at the

next timestep so that the evolution is entirely determined by the PV and its associated

balanced winds. As with the diagnostic PV inversion the prognostic balance models can

be extended to higher orders. McIntyre and Norton (2000) tested the ultimate limits of

the accuracy of balanced flow by comparing a hierarchy of PV-based balanced models

of increasing accuracy with the full primitive equations for shallow water flow initialised

with low gravity-wave activity. McIntyre and Norton (2000) showed that the accuracy of
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the higher order balanced models compared to the primitive equation run was “remark-

ably” close with the highest order models being nearly indistinguishable at 15 days lead

time. This suggests that the dynamical information encoded only in the PV distribution

is very close to the true dynamics of the system. McIntyre and Norton (2000) showed

that, although these PV-based models were very accurate, none of them conserved mass

locally. They conjectured that the lack of local mass conservation is a neccessary trade-off

to obtain the high accuracy. Mohebalhojeh and McIntyre (2007) showed that this was not

the case and constructed PV-based balanced models that could conserve mass explicitly

without a compromise in accuracy. Although this did not always improve the accuracy,

it demonstrated that no trade off with important conservation principles was required for

accurate PV inversions.

1.4 Mid-Latitude Weather

This section describes the important features of midlatitude weather starting at the largest

scale and moving to increasingly smaller scales with increasing detail and complexity. At

the large scale the midlatitude dynamics are dominated by Rossby-waves on a westerley

jet. Coupling of Rossby waves in the vertical leads to baroclinic instability/waves. Con-

sideration of the nonlinear evolution of baroclinic waves leads to distinctive life cycles and

Rossby wave breaking. The individual cyclones in baroclinic life cycles are associated with

the majority of clouds, precipitation and strong winds. The evolution of cyclones can be

better understood by considering the important air streams within cyclones. At the small-

est scale diabatic and frictional processes can have important impacts by systematically

modifying larger-scale weather.

1.4.1 Rossby Waves

In the midlatitudes the dominant features of the planetary scale can be described by

Rossby waves (Rossby, 1940). The variation in the Coriolis force with latitude is key to the

features of Rossby waves. The simplest description of a latitudinally varying Coriolis force

is achieved by taking the first two terms in a Taylor expansion of the Coriolis parameter

(f = 2Ω sin(φ)) about a reference latitude φ0 which gives the β-plane approximation,

f ≈ 2Ω sin(φ0) +
2Ω cos(φ0)

r
y = f0 + βy. (1.28)
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The single layer dynamics of Rossby waves can be described by applying the quasi-

geostrophic approximation to the shallow-water equations (Vallis, 2006). The shallow-

water approximation integrates the 3-dimensional equations over a small vertical layer

and is applicable when vertical scales of motion are much smaller than horizontal scales.

Considering adiabatic motions conserve θ, this single layer evolution can be considered as

an approximation to the evolution of PV in isentropic layers. In this case the dynamics

are described by the evolution of the quasi-geostrophic shallow-water PV (qqgsw),

Dqqgsw
Dt

=
D(∇2ψ + βy − 1/L2

R)

Dt
= 0, (1.29)

where LR =
√
gH
f0

is the Rossby radius of deformation. Note that, compared to Eq. 1.27,

the constant planetary rotation (f0) has been eliminated because it is a constant that

can be subtracted without affecting the conservation. The PV can be considered as

a combination of a background planetary PV (qqgsw,b = βy) and a perturbation PV

(q′qgsw = ∇2ψ − 1/L2
R).

Equation. 1.29 contains all the dynamics required for the Rossby wave mechanism.

Conceptually this can be seen in Fig. 1.2 in terms of vortex interactions. If we take

Fig. 1.2 to depict a θ surface with initially zero perturbation PV everywhere then the

PV linearly increases with y following the β plane approximation. In this simple model

if an air parcel is displaced equatorward its perturbation PV will increase because PV

is conserved and the parcel therfore has higher PV than the surrounding fluid. The PV

anomaly will induce a cyclonic circulation around this displaced air parcel resulting in

a poleward displacement of air to the east and an equatorward displacement of air to

the west. The opposite happens for a poleward displacement and we see the westward

propagating pattern of positive and negative PV anomalies depicted in Fig. 1.2.

The properties of the Rossby waves can be derived from Eq. 1.29 (e.g. Vallis (2006)).

Starting from a background state with a uniform zonal flow with speed (U) and applying a

small perturbation to the streamfunction and linearising Eq. 1.29 gives wave-like solutions

with phase velocity,
ω

k
= U −

β + U/L2
R

k2 + l2 + 1/L2
R

, (1.30)

and group velocity,
∂ω

∂k
= U +

(β + U/L2
R)(k2 − l2 − 1/L2

R)

(k2 + l2 + 1/L2
R)2

, (1.31)

where ω is frequency and k and l are the zonal and meridional wavenumbers. A key feature
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Figure 1.2: Figure 17 from Hoskins et al. (1985) showing a conceptual picture of a Rossby

wave on an isentrope. Contours are of constant PV showing a background equator-to-

pole PV gradient. The + and - signs indicate the cyclonic and anticyclonic PV anomalies

respectively and the dashed arrows indicate the induced velocities which cause a westward

propagation of the wave pattern.

of Rossby waves is that relative to the background flow Rossby waves have a westward

phase velocity (Eq. 1.30) and an eastward group velocity (Eq. 1.31 for k2 > l2 + 1/L2
d).

This means that, in the midlatitudes, Rossby waves propagate information upstream and

Rossby wave packets propagate information downstream. In the limit of balanced flow,

Rossby waves provide the only form of upstream and downstream development: Rossby

waves are an important source of teleconnections for large-scale dynamics (e.g. Hoskins

and Ambrizzi (1993)).

Figure. 1.2 depicts Rossby waves on a smooth equator to pole PV gradient; however,

the gradient of PV in the atmosphere is usually focused in a narrow band associated

with a sharp distinction between the stratosphere and troposphere at the tropopause.

Since the tropopause coincides with a sharp gradient of PV a single value of PV between

1.5 − 5 PVU (PVU = 10−6 m2K Kg s−1) can be taken to represent the “dynamical”

tropopause (Reed, 1955; Hoskins et al., 1985). The sharp gradient of PV, which coincides

with localised jet streams, acts as a waveguide for Rossby waves (Hoskins and Ambrizzi,

1993). Since PV is conserved for adiabatic and frictionless flow the dynamical tropopause

can be thought of as a material surface and stratosphere-troposphere exchange is achieved

by diabatic processes and small-scale mixing (e.g. Lamarque and Hess (1994)). Maps of

θ on the tropopause can give a useful overview of the large-scale dynamics because they

indicate the location of the tropopause on each isentrope that intersects the tropopause

(Hoskins and Berrisford, 1988; Nielsen-Gammon, 2001).
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1.4.2 Baroclinic Waves

The interaction of Rossby waves on different vertical levels leads to baroclinic instability

(Hoskins et al., 1985). A useful simple model of baroclinic instability which allows for

analytic solutions of the stability criteria and growth rates is the Eady model (Eady, 1949).

The Eady model describes the linear growth of small perturbations on an initially balanced

state. The simplified model used by Eady (1949) has a similar set of asssumptions to

the quasi-geostrophic equation set with additional constraints on the background flow.

The atmosphere is considered to have rigid upper and lower boundaries corresponding

to the tropopause and the ground. The background wind is a zonally constant jet that

increases with height (u = u0+Λz), consistent with a pole to equator temperature gradient

by thermal-wind balance. The static stability, Coriolis parameter and density are also

assumed to be constant. The solutions to the Eady model are a set of growing normal

modes. The modes are unstable for long waves with a “short-wave cut off” beyond which

the modes do not grow. The fastest growing mode has been used as an explanation for

the typical size and growth rate of extratropical cyclones. The growth rate of the fastest

growing mode is found to be σ = 0.31 f
N
∂u
∂z and can be used as a diagnostic of baroclinic

instability.

The background state of the Eady model has no internal PV gradient and the per-

turbations can be described by two boundary Rossby waves: one at the ground and one

on the rigid-lid tropopause (Hoskins et al., 1985). The PV anomalies associated with the

ridges and troughs of the two waves induce winds on the opposite boundary. The induced

winds can act to phase-lock the Rossby waves resulting in mutual amplification of the

wave structure.

Prior to the discovery of the Eady model a more complex setup that includes variations

in the Coriolis force (β effect) and density but no tropopause was introduced by Charney

(1947). The fastest growing mode for the Charney model is remarkably similar to the Eady

model. The Charney model does not have a short-wave cut off because the β effect gives

the interior of the domain a non-zero PV gradient and therefore the boundary Rossby

waves can induce and amplify Rossby waves in the interior of the domain rather than

requiring an influence on the opposite boundary (Bretherton, 1966b). The interpretation

of the Eady and Charney model in terms of counter-propagating Rossby-waves has been

successfully applied for general zonal flows (Heifetz et al., 2004a) and used to interpret
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Charney model solutions in Heifetz et al. (2004b).

As Rossby waves grows and propagate, the nonlinear evolution becomes more im-

portant, leading to Rossby wave breaking. It is common to see streamers and cut-off

features of PV (Appenzeller and Davies, 1992). Numerical simulations have been used

to extend the analytical solutions of early stage baroclinic instability of Eady (1949),

The result is two distinct baroclinic life cycles resulting from modifying the initial back-

ground jet (Thorncroft et al., 1993). Figure. 1.3 shows a schematic of the two extreme

cases of a baroclinic life cycle where the deformation of the tropopause is dominated by

anticyclonic (LC1) or cyclonic (LC2) wrapping. Methven et al. (2005) showed that the

nonlinear evolution of the baroclinic waves could still be described in terms of a pair of

counter-propagating Rossby waves.

Figure 1.3: Figure 12 from Thorncroft et al. (1993) showing a schematic of a contour

of PV on θ (or θ on the tropopause) for the (a) anticyclonic and (b) cyclonic life cycles.

The dashed line indicates the typical mean position of the jet. The evolution from left to

right is intended to be time evolution but can also be visualised as a zonal coordinate.

The breaking of Rossby waves in the atmosphere can often lead to flow configurations

that oppose the midlatitude jet (Pelly and Hoskins, 2003). This is known as blocking and
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can often be explained in terms of a “dipole block” where an anticyclone lies poleward

of a cyclone with combined circulations in between the two vortices acting to block the

jet (Rex, 1950). This blocking action can often be persistent and criteria for identifying

blocking use persistence thresholds of 3-5 days to identify blocks (Tibaldi and Molteni,

1990). Figure. 1.4 shows the different types of block that can form: (a) and (b) show a

classical wave breaking shape where (a) cyclonic or (b) anticyclonic wrapping results in a

warm (cyclonic) anomaly poleward of a cold (anticyclonic) anomaly; (c) demonstrates how

the blocking can also often look more like an amplified ridge with an Ω shape with the large

amplitude warm (anticyclonic) anomaly having two cold (cyclonic) anomalies equatorward

on its flanks (Pelly and Hoskins, 2003). Blocking results in stationary cyclones which can

result in large accumulations of precipitation or persistent strong winds. The stationary

anticyclones of the blocking can cause warm temperature extremes in summer due to a

continuous radiative heating over the same region (Pfahl and Wernli, 2012a).

Figure 1.4: Schematic of different types of blocking. The solid contour indicates the

intersection of a PV surface, representing the tropopause, with an isentropic surface. The

signs of the associated PV anomalies are indicated.
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1.4.3 Extratropical Cyclones

Extratropical cyclones are an important component of baroclinic waves. Extratropical

cyclones are responsible for the majority of extreme wind and precipitation in the mid-

latitudes (Pfahl and Wernli, 2012b; Hawcroft et al., 2012). Climatologically extratropical

cyclones develop and propagate in distinct regions of the midlatitudes known as the storm

tracks (Hoskins and Hodges, 2002). Figure. 1.5 shows the Northern Hemisphere storm

tracks, as measured by the track density of cyclonic features, and demonstrates the dis-

tinct concentration of storms in the North Atlantic and North Pacific.

Figure 1.5: Density of tracks of extratropical cylones identified as maxima in vorticity

at 850 hPa from Hoskins and Hodges (2002). ©American Meteorological Society. Used

with permission.

Conceptual models are useful for describing the life cycles of extratropical cyclones in

terms of surface pressure charts. Considering geostrophic balance, cyclonic circulation is

associated with a pressure minima and strong winds are associated with sharp pressure

gradients so cyclones are often identified by surface pressure minima with the strength of

the cyclone described by the depth of the minima (relative to the background pressure).

The rate of at which a cyclone deepens is closely related to its maximum intensity (Sanders

and Gyakum, 1980).
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Figure. 1.6 shows the stages of a typical cyclone life cycle in terms of the surface

evolution. The first conceptual model of extratropical cyclones, based on surface obser-

vations, described distinct air masses and the sharp boundaries (fronts) between those

air masses (Bjerknes and Solberg, 1922). The starting point (0) is a front separating

warm (tropical) air and cold (polar) air: whether the front is a cold front (triangles) or a

warm front (semicircles) is defined by motion of the front relative to the ground. Fronts

are inherently unstable and cyclogenesis can be triggered by interaction with existing PV

anomalies (Joly and Thorpe, 1990; Schär and Davies, 1990). As the cyclone starts to cir-

culate the front can be separated into a cold front to the west and warm front to the east

(2). At the centre point of the two fronts the low pressure system develops with closed

pressure contours and an associated cyclonic circulation (3). As the cyclone intensifies

the cold front circulates faster than the warm front and the frontal structure wraps up

around the cyclone (Schultz and Vaughan, 2010). For some rapidly developing cyclones

the cold front is observed to “fracture” (4) with frontolysis in the centre of the cyclone

leaving a “T-bone” structure ahead of the low pressure centre and a “bent-back front”

wrapping around the low pressure centre (5) (Shapiro and Keyser, 1990). For more typ-

ical cyclones the cold front will undercut the warm front resulting in an occluded front

wrapping around the cyclone (Schultz and Vaughan, 2010). As the cold front continues to

advance the bent-back front wraps up in the cyclone centre creating a “warm-core seclu-

sion” (6). As the frontal structure decays we are left with a cyclonic circulation around

a low pressure centre that decays (7).

Cyclones also often occur in the absence of strong low-level potential temperature

gradients where the upper-level forces the low-level cyclogenesis and this evolution can

be described as a distinct type of cyclogenesis (Petterssen and Smebye, 1971). Type-A

cyclones, which are the typical type of cyclones described above, are initially dominated

by low-level forcing and type-B cyclones are initially dominated by upper-level forcing

(Petterssen and Smebye, 1971). Type-B cyclogenesis can be seen in isentropic PV maps

when an upper-level trough or cut-off triggers low-level cyclogenesis. There is also a

third category, type-C cyclones (Deveson et al., 2002; Plant et al., 2003), described in

section 1.4.5.
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Figure 1.6: Figure 1 from Hewson and Titley (2010) depicting the phases of an idealised

intense cyclone in surface pressure charts. Thin lines show isobars and thick lines show

warm (semicircles) and cold (triangles) fronts. The top panels show a cyclone initiated on

a cold front and the bottom panels show a cyclone initiated on a warm front. A detailed

description of the various stages is given in the text.

1.4.4 Air Streams

A useful concept in understanding and analysing extratropical cyclones on a smaller scale

is the idea of distinct airflows embedded within the cyclone. The original descriptions

of air flows used isentropic relative flow analysis (Green et al., 1966) with observations;

air parcels can be tracked by considering quantities that are approximately conserved

following the flow. These large-scale air flows are associated with trajectories of air

masses and can be considered as a coherent ensemble of trajectories where the trajectories

of distinct airstreams remain close together for the life time of the cyclone (Wernli and

Davies, 1997). Hart et al. (2015) demonstrated that identification of coherent airstreams

can be achieved with an objective clustering method and that the resulting airstreams

are consistent with subjectively identified airstreams.

Figure. 1.7, taken from Mart́ınez-Alvarado et al. (2014b), shows a schematic of the im-

portant airstreams that have been identified in extratropical cyclones relative to a typical

surface structure. The three major air streams are: the “warm conveyor belt” (WCB1 and

WCB2 in Fig. 1.7), the “cold conveyor belt” (CCB in Fig. 1.7) and the “dry-intrusion”

(DI in Fig. 1.7). Most of the clouds and precipition within extratropical cyclones can
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be associated with the two “conveyor belts” which are associated with sustained trans-

ports of moisture and ascent. From thermal-wind balance (Eq. 1.23) we know that the

strongest wind shear tends to be 90◦ anticlockwise to the sharpest temperature gradients

which explains the warm converyor-belt on the warm side of the cold front and the cold

conveyor belt on the warm side of the warm front.

Figure 1.7: Figure 1 from Mart́ınez-Alvarado et al. (2014a) depicting the important

airstreams relative to a mature cyclone structure. SCF: surface cold front; SWF: surface

warm front; BBF: bent-back front; CCB: cold conveyor belt; SJ: sting jet air stream;

DI: dry intrusion; WCB: warm conveyor belt;WCB1: WCB anticyclonic branch; WCB2:

WCB cyclonic branch; the large X represents the cyclone center at the surface and the gray

shading represents cloud top. ©American Meteorological Society. Used with permission.

The warm conveyor belt is an ascending flow of air running parallel to the cold front

towards, and ahead of, the cyclone centre (Harrold, 1973). The warm conveyor belt splits

into two branches, one turning cyclonically (WCB2) and one anticyclonically (WCB1)

(Harrold, 1973). Warm conveyor belts are associated with strong ascent; an ascent crite-

rion of 600 hPa in 48 hours has been used to produce warm conveyor belt climatologies

(Madonna et al., 2014) and in their original identification using trajectories (Wernli and

Davies, 1997). The strong ascent of warm conveyor belts means they can have important

impacts on the upper-level flow, acting to amplify upper-level Rossby waves due to the
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divergence of the outflow and the PV anomaly associated with the upward transport of

air masses (Grams et al., 2011). By transporting low-valued PV air upwards to areas

that are climatologically stratospheric, the negative PV anomalies associated with warm

conveyor belts have typical magnitudes of 1-3 PVU (Madonna et al., 2014).

The cold conveyor belt is a low-level air stream that flows parallel to the warm front

around the poleward side of the cyclone (Carlson, 1980). As the warm front wraps up

into the cyclone the cold conveyor can also be associated with strong winds as the airflow

direction matches the translation direction of the cyclone. This can be important for the

wind impacts especially in the case of sting jets; the “sting jet” is a distinct airstream

from the cold conveyor belt resulting from slantwise circulations descending out of the

cloud head and can, in some cyclones, result in extreme surface winds by adding to the

already strong winds associated with the cold conveyor belt (Browning, 2004).

The dry intrusion is a descending air stream consisting of dry upper-tropospheric air

that is wrapped in to the cyclone centre (Young et al., 1987; Raveh-Rubin, 2017). The

combination of the cloud-free dry intrusion and the cloudy warm conveyor belt gives

extratropical cyclones a distinctive “comma” cloud pattern in satellite images (Young

et al., 1987).

1.4.5 Diabatic Processes

1.4.5.1 Diagnostics

The simplest way to infer the effects of a process is to compare two simulations, one

including the process and one excluding the process. Sensitivity tests alone often will

not add any understanding of why the simulations are different and the combination of

sensitivity tests with other diagnostics can be much more insightful (e.g. Davis et al.

(1993)).

From Eq. 1.13 we know that diabatic and frictional processes can be described as

modifications in PV. The PV perspective combined with the production of negative and

positive PV anomalies by diabatic and frictional processes proves to be a powerful way

of interpreting the dynamical impacts of those processes. The piecewise PV inversion

method means we can invert individual PV anomalies to associate their effects on the bal-

anced flow (Davis and Emanuel, 1991); combining piecewise PV inversion with a method
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of associating a PV anomaly to a diabatic process allows us to consider the diabatically-

induced balanced flow at a later time.

The attribution of a PV anomaly to diabatic forcing needs to consider the Lagrangian

history of air parcels. The Lagrangian history of PV can be calculated from trajectories

(Wernli and Davies, 1997) or can be calculated online in a numerical simulation using

tracers that accumulate tendencies (Davis et al., 1993). The advantage of trajectories is

that they can be used with any sufficiently high resolution dataset. PV tracers have the

advantages that the numerical model can provide a clear separation of different physical

processes and the transport of tracers is more consistent with the dynamics of the nu-

merical model than deriving trajectories from model output because information is used

at each timestep.

Since cyclones are often considered by their surface pressure minima the relative con-

tributions of different processes to the deepening of cyclones can be quantified by parti-

tioning the pressure tendency of the cyclones. Fink et al. (2012) considered the vertically

integrated tendencies in pressure of a column of air and split the tendencies among the fol-

lowing: advection of the upper boundary; mass changes by evaporation and precipitation;

horizontal and vertical temperature advection; and the heating due to diabatic processes.

Fink et al. (2012) demonstrated that diabatic processes are an important contribution to

the deepening of intense extratropical cyclones and can be the dominant process in some

cases.

1.4.5.2 Radiation

The pole to equator temperature gradient, a key ingredient to baroclinic instability (Eady,

1949), is a result of the distribution of incoming short-wave radiation from the sun. The

storm tracks are the regions with a maximum in atmospheric poleward heat fluxes. This

balance between baroclinicity generation and heat fluxes can be seen as a nonlinear oscil-

lation between the diabatic processes building up the baroclinicity followed by cyclones

forming from the large baroclinicity and eroding the baroclinicity (Ambaum and Novak,

2014; Novak et al., 2015).

The maintainence of sharp PV gradient at the tropopause requires a diabatic process

to maintain the stratospheric high PV reservoir and the tropospheric low PV (Ambaum,

1997). This process can be seen in the lifetime of individual cyclones as shown by the
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dipole of diabatically-generated PV across the tropopause found by Chagnon et al. (2013)

where positive PV generated in the stratosphere is brought to the stratospheric side of the

tropopause and negative PV generated in the troposphere is brought to the tropospheric

side of the tropopause with negligible exchange across the stratosphere. The tropopause

is associated with a sharp decrease in water vapour from the troposphere to the strato-

sphere which results in a gradient in long-wave radiation (Forster and Wirth, 2000). The

prescence of clouds acts to focus the radiative cooling at the cloud top (Cau et al., 2005).

The combination of the water vapour contrast and clouds reaching the tropopause means

that the maintenace of the stratospheric and tropospheric PV reservoirs by long-wave

radiation can be a localised sharpening of the tropopause (Chagnon et al., 2013).

1.4.5.3 Latent Heating

Latent heating in the atmosphere results from phase changes of water. At the Earth’s

surface water is evaporated into air parcels. As air parcels ascend they will cool adia-

batically, as the temperature decreases the saturation pressure of water vapour decreases

more rapidly than the air pressure and the water vapour must condense. The freezing

of water vapour also produces latent heat and can be much more complex due to the

different types of ice crystal that can form.

Modified forms of θ such as the wet-bulb (θw) and equivalent (θe) potential tem-

perature can be used to take into account the latent heating and cooling effects from

evaporation and condensation of water and can be treated similarly to θ for following

air parcels. In the case that the moisture content is conserved the latent heating can be

considered reversible because condensed water can be re-evaporated and vice-versa with

no net latent heating. Air parcel ascent can be considered “pseudo-adiabatic” if the water

is removed from the air parcel as it condenses: the air parcel will experience continuous

latent heating while conserving θe/θw, although it is not reversible.

Latent-heating due the condensation of water vapour results in a low-level positive PV

anomaly in cyclones that acts to intensify the cyclone by increasing the cyclonic vorticity

(Davis and Emanuel, 1991; Stoelinga, 1996). The combination of the upper-level and

low-level PV anomalies with the mid-level diabatic positive PV gives a coherent “PV

tower” in mature extratropical cyclones (Rossa et al., 2000). In some cases the cyclonic

circulation induced by latent heating of condensation can dominate cyclogenesis which
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produces a distinct class of cyclones denoted type-C (following the type-A and type-B

cyclones (Petterssen and Smebye, 1971)) (Deveson et al., 2002; Plant et al., 2003). In

type-C cyclones there is an initial upper-level trough, but no surface θ anomaly; the

upper-level trough initiates the low-level ascent which rapidly produces a positive PV

anomaly (Ahmadi-Givi et al., 2004).

Warm conveyor belts transport large amounts of evaporated water polewards and

vertically; therefore, air parcels ascending in the warm conveyor belt will experience

diabatic heating due to microphysical processes associated with phase changes of water.

The distinction between the cyclonic and anti-cyclonic airstreams in the warm conveyor

belt is possible early on in the ascent with the more strongly ascending anticylonic branch

having greater inflow moisture and as a result greater latent heating and ascent at an

earlier stage (Mart́ınez-Alvarado et al., 2014b).

It is observed that the strongest ascending warm conveyor belt air parcels experience

> 20 K of latent heating, but an average of almost zero change in PV (Madonna et al.,

2014) as shown in Fig. 1.8, resulting in the large negative PV anomaly relative to their

surroundings at tropopause level. The result is that the latent heating in warm conveyor

belts results in enhanced ascent associated with cross-isentropic transport of air masses.

It is the gradient of latent heating along the warm conveyor belt that is important for the

modification of PV. The heating structure of a warm conveyor belt can be described as

a Gaussian-like peak at mid-levels through which trajectories ascend; as the trajectories

ascend there is a positive PV tendency below the level of maximum latent heating and

a negative PV tendency above. The net effect for the trajectories ascending through the

full region of latent heating is roughly zero change in PV which can be explained as a

result of the conservation of circulation and the PV impermeability theorem (Methven,

2015).

The negative PV anomalies produced by warm conveyor belts are an important con-

tribution to the sharpening of the tropopause (Chagnon et al., 2013). The tropopause

is also indirectly sharpened due to warm conveyor belts transporting water vapour and

producing clouds near the tropopause which enhances radiative cooling gradients at the

tropopause (Kunkel et al., 2016).

The enhancement of the ascent in a warm conveyor belt by diabatic processes leads

to a stronger Rossby wave amplitude which leads to a more intense downstream cyclone
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Figure 1.8: Figure 6 from Madonna et al. (2014). The evolution of (e) θ and (f) PV

along warm conveyor belt trajectories in the North Atlantic winter. The trajectories are

composited by their ascent phase marked by the vertical lines. “Black lines show the

mean values over all trajectories, gray lines the median, and the dark and light gray

areas represent the interquartile range (25th-75th percentiles) and the range between the

5th and 95th percentiles, respectively”. ©American Meteorological Society. Used with

permission.

compared to a simulation with no moisture; in an equivalent dry simulation no warm

conveyor belt could be identified with the 600-hPa ascent criteria (Schemm et al., 2013).

Diabatically-enhanced ascent within warm conveyor belts is associated with an increased

likelihood of persistent blocking downstream (Pfahl et al., 2015).

The negative PV anomaly associated with the warm conveyor belt can act to prop-

agate cyclones poleward across the midlatitude jet (Oruba et al., 2013) The addition of

moist processes enhances the negative PV anomaly and, therefore, the poleward propaga-

tion of the cyclone (Coronel et al., 2015). PV tendency analysis combined with idealised

simulations has shown that without diabatic processes there is very little poleward prop-

agation when averaged over many cyclones and the diabatic processes explain a large

amount of the zonal tilt in the storm tracks (Tamarin and Kaspi, 2016). The poleward

propagation of adiabatic cyclones is due to the cyclone starting equatorward of the jet so

the poleward advection by the warm conveyor belt perturbs the sharpest PV gradient at

the jet (Rivière et al., 2012).

27



Chapter 1: Introduction

1.4.5.4 Friction

Friction at the Earth’s surface is an important component of the atmopsheric circulation.

The friction at the surface results in a boundary layer. The effects of surface friction are

felt through the depth of the boundary layer, typically through the induced turbulent

winds.

Surface friction acts to decrease the growth rate of cyclones (Valdes and Hoskins,

1988). A simple mechanism for understanding the effects of friction on cyclones is Ekman

pumping. Figure 1.9 shows a schematic of the Ekman pumping mechanism. Figure 1.9a

shows simple geostrophic balance where the wind (U) is parallel to the isobars and the

resulting Coriolis force (FC) balances the pressure gradient force (Fp). Figure 1.9b shows

the effect of imposing a simple frictional drag (Fd = −U
τ , where τ is a friction coefficient)

proportional and opposite to the wind. Since the Coriolis and frictional forces are per-

pendicular, for the forces to balance the frictional force must be balanced by a component

of the pressure gradient force. For the same pressure gradient, the result is that the wind

is rotated by an angle α = arctan( 1
fτ ) and reduced by a factor ε = cos(α). Therefore the

friction results in an ageostrophic mass flux from high to low pressure. Figure 1.9c shows

the effect of Ekman pumping on anticylones and cyclones. In the boundary layer there

is net mass flux away from the anticylone (ξ < 0) compensated by descending air above

resulting in an increase in vorticity by vortex strectching. The reverse is true for a cyclone

(ξ > 0): there is a net mass flux in to the cyclone in the boundary-layer compensated by

ascent resulting in a decrease in vorticity by vortex squashing. In both cases the vorticity

anomaly is reduced by Ekman pumping.

The Ekman pumping mechanism imples generation of negative PV anomalies in cy-

clones. This is not necessarily the case in baroclinic systems where the winds can vary

with height. If the thermal wind has a component opposing the surface wind then the

turbulent fluxes of heat and momentum induced by boundary-layer friction can gener-

ate substantial positive PV anomalies in cyclones (Cooper et al., 1992). Simulations of

cyclones with integrated tracers of PV showed that boundary-layer friction did result in

positive PV anomalies that were transported to the cyclone centre, although the cyclone

was weaker compared to simulations with no surface friction (Davis et al., 1993; Stoelinga,

1996). Adamson et al. (2006) explained why the positive PV anomaly would result in a

weaker cyclone: the positive PV anomalies are generated downstream of the cyclone and
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(c)

Figure 1.9: Schematics of Ekman pumping from Hoskins and James (2014): (a) and (b)

are from Fig. 8.5 and (c) is from Fig. 8.6. Balance of forces for (a) geostrophic balance

and (b) geostrophic balance with additional friction. (c) Schematic of Ekman pumping

for a cross section through an anticyclone (left) and a cyclone (right).

advected by the warm conveyor belt out of the boundary layer and into the cyclone centre

resulting in a thin layer of positive PV. From PV inversion the thin positive PV anomaly

is associated with increased static stability which acts to reduce the coupling between the

upper and lower-level Rossby waves and reduce the growth rate of the cyclone. Ekman

pumping is important in shaping the positive PV anomaly into a static stability anomaly

and can be of similar importance to the baroclinic generation of PV in baroclinic cyclones

(Boutle et al., 2015).
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1.5 Numerical Weather Prediction

Numerical weather prediction (NWP) is achieved by producing a set of initial conditions

and using a numerical model of the atmosphere, which solves the governing equations

given in section 1.2, to integrate forward in time. This essentially gives two sources

of forecast errors: initial condition errors and model errors. It is impossible to ever

have perfect initial conditions or a perfect model. Section 1.5.1 discusses how errors in

initial conditions results in forecast errors due the inherent nature of the atmosphere and

section 1.5.2 discusses how model errors result in forecast errors.

1.5.1 Predictability

The chaotic nature of atmospheric dynamics means that forecasts are sensitive to initial

conditions. It was noted by Eady (1949) that since his model of baroclinic instability

describes how synoptic scale disturbances can grow from arbitrarily small initial pertur-

bations that small uncertainties in initial conditions will limit the lead time within which

weather forecasting can provide any useful information. Using a simplified model of con-

vection Lorenz (1963) demostrated that small differences in initial conditions did grow so

that two initially similar states could evolve to be as different as two randomly chosen

states.

The dynamics of turbulence can inherently limit the predictability range of weather

forecasting even for arbitrarily small initial condition errors. Using a two-dimensional

vorticity equation Lorenz (1969) showed that more rapid error growth at smaller scales

could result in saturation of errors within a fixed time. Lorenz (1969) showed that if

the decrease of energy with decreasing length scales was shallower than k−3, where k is

wavenumber, then the upscale growth of error energy would saturate errors at the largest

scale within a fixed time no matter what scale the initial error was reduced to. Nastrom

and Gage (1985) calculated atmospheric spectra from aircraft data (Fig. 1.10): the atmo-

sphere is characterised by a steep −3 spectral slope at large scales which transitions to a

shallower −5/3 spectral slope at scales smaller than ≈ 400 km. For the two-dimensional

turbulence model used by Lorenz (1969) a −3 spectral slope would be expected indicating

a theoretically infinite predictability range; however, a −5/3 spectral slope can be justi-

fied using the surface quasi-geostrophic equations and gives a finite predicatability limit
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(Rotunno and Snyder, 2008). The growth of errors in weather forecasting is more likely

to be dominated by small errors on large scales which will act to rapidly saturate errors

at small scales (Durran and Gingrich, 2014).

Figure 1.10: Figure 3 from Nastrom and Gage (1985). “Variance power spectra of wind

and potential temperature near the tropopause from aircraft data. The spectra for merid-

ional wind and temperature are shifted one and two decades to the right, respectively;

lines with slopes −3 and −5
3 are entered at the same relative coordinates for each variable

for comparison”. ©American Meteorological Society. Used with permission.

Longer timescale predictability can be achieved because the atmosphere does not lose

predictability uniformly. Ensemble forecasts are used to quantify the uncertainty of a

given forecast. Ensemble forecasts are achieved by running multiple forecasts with per-

turbed initial conditions to account for the uncertainty in the initial conditions. The

result is a set of possible outcomes that can be used to construct probability distribu-

tions. Framing forecasts in terms of probabilities is key to achieving predictability beyond

10 days (Buizza and Leutbecher, 2015).

Given the limiting factor of initial condition uncertainty on the predictability limits
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of weather forecasting an import process in weather forecasting is specifying the initial

conditions. The issue with NWP is that the observational data available is uncertain and

sparse compared to the resolution of NWP models. To provide useful initial conditions

for NWP models other constraints need to applied in addition to the observational data.

“Data assimilation” techniques are used in NWP to produce the optimal initial conditions,

known as the analysis, given the constraints. Data assimiliation methods can be described

in terms of Bayes’ theorem,

P (x=xt|y=yobs) ∝ P (y = yobs|x = xt)P (x = xt), (1.32)

(Lorenc, 1986). Equation 1.32 states that the probability that the model state (x) corre-

sponds to the true state of the atmosphere (xt), given the observations (yobs), is propor-

tional to the probability of obtaining the observations given the model state is the true

state, multiplied by the probability that the model state is the true state. The problem

that data assimilation solves is to find the optimum model state, the analysis, that max-

imises, or finds the minimum variance of, Eq. 1.32 (Lorenc, 1986). The first guess of the

model state can be provided by the forecast. The observations then constrain the model

state where they can. Additional constraints can be applied by considering the time vari-

ation of the model run that best matches the observations as well as the knowledge that

the atmosphere is approximately balanced.

1.5.2 Model Errors

A numerical model of the atmosphere can be considered as the combination of a dynam-

ical core, which solves the adiabatic and frictionless governing equations, and physics

parametrizations. Figure. 1.11 shows a schematic of the processes that are typically

parametrized in numerical models of the atmosphere. The parametrizations represent

physical processes that are not represented by the adiabatic and frictionless dynamics

(e.g. radiation and microphysics) or processes that are not well resolved (e.g. convection

and turbulent mixing). Parametrizations are simplified representations of these processes

to account for limited computing power. Model errors can arise from parametrization

schemes for various reasons such as oversimplification of the physical processes represen-

tation or uncertainty in the parameters used within the parametrization.

The representation of poorly resolved processes, such as convection and turbulent-

mixing, can be improved through increased resolution; however, this requires increased
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Figure 1.11: Figure 2 from Bauer et al. (2015) depicting the physical processes typically

parametrized in NWP and/or climate models. Reprinted by permission from Macmillan

Publishers Ltd: Nature (Bauer et al., 2015), copyright (2015).

computing power. One way of increasing resolution without increasing computational

cost, such as in this thesis, is to use limited-area domains. The use of limited-area domains

has allowed for numerical weather prediction models to be run at high enough resolutions

to not require parametrized convection yielding significant improvements in forecasts (e.g.

(Lean et al., 2008)). In the case of limited-area domains, the lateral boundary conditions

also represent another source of forecast errors.

Forecast errors are typically quantified as the difference between the forecast and

the analysis (e.g. Bauer et al. (2015)). It is not trivial to disentagle the contributions

of initial condition errors and model errors from forecast errors. An example of this is

forecast busts over Europe which have been linked to precursor errors over the USA 5-

6 days beforehand (Rodwell et al., 2013). The initial error is in the prediction of the

effects of latent-heat release over the eastern USA on the jet stream in a ridge-trough

pattern over North America. The initial errors are then amplified and propagated by

the Rossby wave packet (Rodwell et al., 2013). The isentropic tropopause PV gradient

has been shown to decrease as a function of forecast lead time in global NWP models

(Gray et al., 2014) which will lead to errors in the downstream propagation of Rossby

waves (Harvey et al., 2016) and could be linked to the initial effects of diabatic processes

on the jet stream; however, Rodwell et al. (2013) also showed that the forecast busts
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had large initial condition uncertainty indicating that it may just be a situation with low

predictability.

Since the same models are often used for weather and climate prediction, a simple

way to identify model errors is to identify climate model biases. Since weather forecasting

is concerned with the prediction and proper representation of individual events of certain

features (e.g. extratropical cyclones) whereas climate prediction is concerned with the

changes in the climatogical frequency and behaviour of these features (e.g. position and

strength of the storm tracks), climate prediction should not be affected by initial condi-

tions. This approach is computationally expensive because it requires the model to be

run for a long time to identify systematic biases so climate prediction uses much lower

resolution than weather prediction.

Model errors can be identified from short forecasts if systematic forecast errors are

considered. At short lead times, the systematic difference between forecasts and analyses

is equivalent to the systematic imbalance between model processes. Figure 1.12 shows a

schematic with systematic forecast errors in a forecast-analysis cycle. A forecast is run

from an analysis that is close to the observations. The forecast drifts from the observations

until the model state is brought back to be close to the observations at the next analysis

step. Figure. 1.12 depicts a systematic error because the forecast drift is always in the

same direction such that the analysis increments always have the same sign. A similar

approach can be taken for ensemble forecasts by considering the reliability (Palmer et al.,

2008; Rodwell et al., 2016). A reliable ensemble is one where the predicted probability of

an event matches the observed frequency of the event.

The structure and amplitude of errors from short forecasts has been shown to closely

resemble the long-term biases from the same model; therefore, by identifying the pro-

cesses that result in systematic short-term forecast errors, the origins of climate model

bias are also identified (Palmer et al., 2008). Insight into the origin of model imbalances

can be obtained by considering the “initial tendencies” from each model process individu-

ally (Klinker and Sardeshmukh, 1992; Rodwell and Palmer, 2007). The initial tendencies

quantify the contributions of each process to the systematic forecast errors allowing for a

computationally inexpensive method of identifying the important processes and quantify-

ing the impacts of changes to model processes on the systematic errors. In this thesis, PV

tracers are used to quantify the effects of individual model processes following air masses.
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Figure 1.12: Figure 1 from Rodwell and Palmer (2007). Schematic of the data assimi-

lation and forecast integration cycle in numerical weather prediction. A forecast (Ti(ti))

of a variable (T ) is initialised from an analysis (ANi) which is subsequently incorporated

with the observations (Tobs(t)) at the next analysis step with an analysis increment, INCi.
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Chapter 2

Methods

The main technique used in this thesis involves using PV tracers to accumulate the effects

of different physical processes (section 2.2) integrated online in the Met Office Unified

Model (MetUM) (section 2.1). The model setup described below has been used to produce

forecasts of two case studies (section 2.3) and a set of 92 forecasts, initialised daily over

a winter season (section 2.4).

2.1 Met Office Unified Model

The Met Office Unified Model (MetUM) is an operational numerical weather prediction

model and also the basis of the Hadley centre climate model. The term “unified” is used

to describe the seamless approach of using the MetUM for weather and climate predic-

tion. In the following sections the model grid (section 2.1.1), parametrization schemes

(section 2.1.2) and formulation (section 2.1.3) of the MetUM used in this thesis are de-

scribed. The configuration used in this thesis is from version 7.3, parallel suite 22, which

was used operationally from 10 November 2009 until 9 March 2010.

2.1.1 Grid

The prognostic variables in the MetUM are u, θ, ρ, the mass mixing ratios of moisture

variables (specific humidity (σ), cloud ice (σcf ) and cloud liquid(σcl)), and Exner pressure.

The variables in the MetUM are placed on an C-grid (Arakawa and Lamb, 1977) with

Charney-Phillips staggering in the vertical (Charney and Phillips, 1953) using a terrain-

following, height-based, coordinate that gradually flattens at higher altitudes (Davies

et al., 2005). The simulations in this thesis use 70 non-uniformly spaced vertical model

levels up to 80 km; Fig. 2.1a shows the vertical-level spacing for the first 50 model levels

on which θ is stored (θ-levels).

The simulations in this thesis use a limited area configuration known as the NAE
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(a) (b)

Figure 2.1: The NAE (North Atlantic European) domain. (a) Height spacing for the

first 50 model levels above sea-level. (b) Horizontal grid coverage excluding the lateral

boundaries.

(North Atlantic and European) that was used operationally until February 2014. Fig-

ure. 2.1b shows the extent of the NAE domain. The NAE domain has 0.11◦ horizontal

grid spacing and uses a rotated pole to centre the domain on the equator giving, an ap-

proximately uniform, 12-km horizontal grid spacing. The simulations in this thesis use

a standard timestep for this domain of 5 minutes. The initial conditions used are from

operational NAE analyses and boundary conditions are given by operational runs of the

global model for the same start time using the downscaling method described in Davies

(2014).

2.1.2 Parametrisation Schemes

The MetUM contains various parametrizations to account for physical processes that

are either not resolved or not represented within the dynamical core, each of which are

described in the following sections. The schemes are: microphysics (section 2.1.2.1); radi-

ation (section 2.1.2.2); orographic and non-orographic gravity-wave drag (section 2.1.2.3);

turbulent-mixing including the boundary-layer (section 2.1.2.4); and convection (sec-

tion 2.1.2.5).
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2.1.2.1 Microphysics

Figure 2.2 shows the various processes represented by the microphysics scheme in the

MetUM. The condensation and evaporation between water vapour and liquid is repre-

sented by diagnosing the liquid water content as any, non-ice, water content exceeding

the gridbox saturation vapour pressure. When the gridbox average value of humidity is

below saturation a fraction of the grid box can still be diagnosed as cloudy due to the

subgrid-scale variability. The diagnostic cloud scheme is only applied if the gridbox av-

erage relative humidity exceeds a critical value. The critial values used here are 0.91 for

the lowest model θ level, follwing by a linear decrease from 0.9 to 0.8 over the following

6 vertical levels and 0.8 elsewhere. The distribution of mixing ratios over a gridbox are

then set to follow a symmetric triangular probability distribution (Smith, 1990).

Figure 2.2: Figure 1 from Wilson and Ballard (1999) showing the transfers between

water quantities modelled by the large-scale precipitation scheme.

The remaining transfer and conversion of moisture variables are calculated from the

top down within a column of air. The change in each moisture variable from each process

is calculated within a gridbox (the order is given in Wilson and Ballard (1999)). The

result is that each of the moisture variables are modified as well as temperature from the

latent heating and cooling. Any diagnosed rain is assumed to fall to the surface within

the timestep. A fraction of the ice content is then transferred to the grid box below and

the process is repeated until the bottom of the domain is reached, any transfer of ice
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content from the bottom gridbox is diagnosed as snow.

2.1.2.2 Radiation

Radiative transfer in the MetUM is calculated in vertical layers using the two-stream ap-

proximation (Edwards and Slingo, 1995). The fluxes are calculated separately for short-

wave (solar) radiation and long-wave (thermal) radiation. The fluxes in the short-wave

and long-wave spectral regions are calculated as the sum of partial fluxes by subdividing

the spectral regions into several monochromatic bands. The radiation scheme takes ac-

count of the different types of cloud and water vapour. The radiation scheme also accounts

for ozone; for the simulations in this thesis the distribution of ozone is set to a prescribed

3D climatology. To reduce the computational expense of the scheme the increments are

not recalculated every timestep (Edwards and Slingo, 1995). For the simulations in this

thesis the increments are recalculated every hour.

2.1.2.3 Gravity-Wave Drag

The orography in the MetUM is described in terms of the average height of the surface

in each gridbox and the standard deviation of the height within a gridbox, including

standard deviations taken in perpendicular directions to account for the anisotropy of

the orography (Webster et al., 2003). The dynamical core of a numerical model produces

gravity-waves due to the resolved variability of the orography but subgrid scales must be

parametrized. The surface orography and standard deviations are filtered so that scales

less than six times the model grid-scale, the scale at which the model can skillfully resolve

orographic features (Davies and Brown, 2001), are parametrized (Webster et al., 2003).

The total parametrized surface stress is calculated from an analytical expression for 2-

dimensional non-rotating frictionless flow (Webster et al., 2003). The stress is proportional

to the mass flux over the orography, the static stability and the standard deviation of the

subgrid-scale orography (accounting for anisotropy). The total stress (τ) is partitioned

into two components: the blocked flow (τbf ) and gravity-wave drag (τgwd).

τ = τbf + τgwd, (2.1)

τgwd = τ ·
(
t

h

)2

, (2.2)

where h is height of the “tops of the subgrid mountains” defined to be 2.5 times the
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standard deviation of the subgrid-scale orography and t is the “top layer” where the

Froude number reaches a critical value of order 1 (Webster et al., 2003). The simulations

in this thesis use a critical Froude number of 4. The stress is applied as a linear decrease

from τbf at the surface to τgwd at height h (Webster et al., 2003). The distribution of

gravity-wave stress above the blocked flow is then diagnosed by launching gravity-waves

from height h. At each level a critical stress is calculated; if the gravity-wave stress exceeds

the critical stress it is reduced to the critical stress with the difference being deposited at

that level following McFarlane (1987).

Non-orographic gravity-waves are parametrized using the spectral gravity wave scheme

of Warner and McIntyre (1999) with the modifications of Scaife et al. (2002). A contin-

uous spectrum of gravity-waves is launched from a fixed level near the surface and prop-

agated conservatively to consecutive vertical levels. The launch spectrum is defined to

give a fixed flux of horizontal momentum with a homogeneous wave stress (Scaife et al.,

2002). As the wave spectrum is propagated, positive vertical wind shear will Doppler shift

the wave spectrum towards zero frequency approaching critical levels. The conservative

propagation is approximated as hydrostatic and nonrotating which simplifies the doppler

shifting calculations (Warner and McIntyre, 1999). At each level the gravity-wave spectra

is limited by a “chopping function” based on observational constraints of an m−3 spectral

slope for gravity waves, where m is vertical wavenumber (Warner and McIntyre, 1996).

The chopping function removes the momentum from the wave spectra associated with

the breaking waves and the horizontal wave forcing in each layer is then diagnosed from

the section of the wave spectra removed by the chopping function (Warner and McIntyre,

1999).

2.1.2.4 Turbulent Mixing and Boundary-Layer Scheme

The turbulent mixing scheme in the MetUM is based on the scheme of Lock et al. (2000).

The effects of vertical turbulent mixing are calculated as a downgradient diffusion using

height dependent diffusion coefficients (K-profiles) (Lock et al., 2000). The downgradient

diffusion is applied to the specific total water content, momentum and the liquid-frozen

water potential temperature,

θl = T − L

cp
σcl −

Ls
cp
σcf +

g

cp
z, (2.3)
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where L and Ls are the latent heat of evaporation and sublimation respectively (Lock

et al., 2000). Additional non-local mixing is applied to θl (Lock et al., 2000). The

turbulent-mixing scheme can also include nonlocal momentum mixing (Brown et al.,

2008); however, it is not applied in the simulations in this thesis. The variables chosen are

conserved for adiabatic and pseudo-adiabatic motions providing a consistent formulation

of mixing for dry and moist regions. There are three different coefficients used depending

on what is driving the turbulence:

K(Ri) shear driven turbulence calculated as a function of the Richardson number (Ri)

(Smith, 1990)

Ksurf surface driven turbulence in unstable boundary layers

KSc turbulence driven by cloud-top buoyancy forcing

The flux of a quantity, χ, is then calculated as

w′χ = −max[Ksurf +KSc,K(Ri)]
∂χ

∂z
. (2.4)

The Richardson number based coefficient is taken when it is larger than the other terms

to ensure a smooth transition between different mixing regions (Lock et al., 2000).

The first step of the turbulent-mixing parametrisation is to diagnose the different

mixing regions. Figure 2.3 shows where the different mixing regimes are applied and

typical vertical distributions of the different K-profiles. The regions of mixing can be

categorised into three types of boundary-layer: stable (a), well-mixed (c) and cumulus

capped (f) with the possible addition of a decoupled stratocumulus layer to each (b, d and

e). There is also a seventh type of boundary-layer, the shear dominated boundary-layer

(to be described below).

The boundary layer is diagnosed as unstable if the surface buoyancy flux is positive.

If the boundary-layer is diagnosed as stable, the depth of the boundary layer is diagnosed

as where the Richardson number drops below a critical value of 0.25. In this stable

boundary layer and any equivalent layers of below critical Richardson number in the free

troposphere, the turbulent fluxes are calculated as a function of the Richardson number,

K(Ri) = l2|∂u

∂z
|f(Ri), (2.5)

where l is a mixing length scale and f(Ri) is shown in Fig. 2.4. Two different forms of

f(Ri) are used (Brown et al., 2008): for grid-points over sea f(Ri) is prescribed to fit
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Figure 2.3: Figure 1 from Lock et al. (2000) showing the different types of boundary-

layer identified in the parametrization scheme and the associated mixing coefficients (Ki)

and entrainment velocities (we). Note that there is a seventh boundary-layer type not

included in this figure (described in the text). ©American Meteorological Society. Used

with permission.

expected mixing rates from theory; for grid-points over land a “long-tailed” function is

used to artificially increase the derived mixing at higher stabilities.

For unstable boundary layers, the depth of the layer is diagnosed by a diagnostic

parcel ascent from the surface with θl perturbed by an amount proportional to the surface

buoyancy flux (Lock et al., 2000). The boundary-layer height is diagnosed as the height

at which the air parcel becomes neutrally buoyant or, if above the lifting condensation

level, the air parcel achieves maximum buoyancy excess (Lock et al., 2000). If the air

parcel has ascended above the lifting condensation level, the boundary-layer is diagnosed

as cumulus capped if the moisture gradient above the lifting condensation level is > 1.1×

the moisture gradient below the lifting condensation level; otherwise, it is classified as
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Figure 2.4: f(Ri) used in Eq. 2.5 as a function of the Richardson number from the

functions given in Brown et al. (2008) for land and sea gridpoints.

well mixed (Lock et al., 2000). For a cumulus-capped boundary layer, the boundary-layer

height is then set as the height of the lifting condensation level and the mixing in this

region is represented solely by the convection scheme (Lock et al., 2000). Shear generation

of turbulence is allowed to inhibit cumulus convection: a “shear-dominated” boundary

layer is diagnosed if a surface layer with below critical Richardson number extends above

the diagnosed cumulus convection layer. In this case, the mixing is calculated using the

Richardson number dependant coefficient rather than the convection scheme (Lock et al.,

2015).

A stratocumulus layer is diagnosed if the cloud fraction at the top of the diagnosed

boundary layer (before being modified in the case of cumulus-capped boundary layers) is

above a critical value of 0.1 (Lock et al., 2000). The depth of the decoupled stratocumulus

layer is then diagnosed by a diagnostic parcel descent: the air parcel is perturbed by a term

proportional to the radiative cloud-top cooling rate and the bottom of the stratocumulus

layer is diagnosed as the height at which the air parcel virtual θl exceeds that of the

environment (Lock et al., 2000). Entrainment in decoupled stratocumulus layers is also

parametrized using the method of Lock (1998). A second diagnostic parcel descent is

made after accounting for entrainment and the largest depth is then taken for the depth
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of the stratocumulus layer.

2.1.2.5 Convection

The convection scheme used in the MetUM can be divided in to two parts: convection in

cumulus layers diagnosed by the turbulent-mixing scheme and “mid-level” convection for

all remaining grid points above the boundary layer with excess buoyancy. The cumulus

convection is further divided into “shallow” convection, if the top of the cumulus layer

diagnosed by the turbulent-mixing scheme is below either the freezing level or 2.5 km,

and “deep” convection otherwise. The parametrisation of each type of convection is based

on the scheme of Gregory and Rowntree (1990) with pragmatic modifications for each

different type of convection. The scheme of Gregory and Rowntree (1990) parametrises

the modifications to prognostic variables in terms of the vertical mass flux averaged over

an ensemble of convective plumes much smaller than the grid-scale. For mid-level and

deep convection the initial mass flux is determined from the convective available potential

energy (Walters et al., 2011): an adjustment timescale of 30 minutes is used for the

simulations in this thesis. For shallow convection the initial mass flux is determined from

the boundary-layer turbulent kinetic energy (Grant, 2001).

The modifications of prognostic variables arise from the exchange of air between con-

vective plumes and the environment by entrainment, mixing detrainment and forced de-

trainment. The entrainment and mixing detrainment are proportional to the cloud mass

flux and forced detrainment acts when the excess buoyancy of an air parcel drops below

a threshold value (Gregory and Rowntree, 1990). The scheme uses a height dependent

entrainment rate to account for a mix of shallow and deep clouds near the surface tran-

sitioning to only deep clouds reaching the upper troposphere (Gregory and Rowntree

(1990) Fig. 2). The scheme also includes terms for phase changes of water and the result-

ing latent heat release. Convective momentum transport (Gregory et al., 1997) can also

be accounted for, in addition to heat and moisture modifications in the original scheme

(Gregory and Rowntree, 1990) and is included in the simulations in this thesis.

The convection scheme can produce precipitation when updraught cloud depth and

cloud amount within an air parcel exceed threshold values (Gregory and Rowntree, 1990).

The critical cloud depth is smaller over sea than over land to account for differences in

concentrations of condensation nuclei when prognostic aerosols are not included in the
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model (Gregory and Rowntree, 1990). The amount of precipitation formed over a gridbox

is then proportional to the excess cloud amount (Gregory and Rowntree, 1990); the phase

of the precipitation is determined by the temperature of the air parcel in which it initiates.

Freezing and melting, and the resulting latent heat release, is represented at the freezing

level of the enviroment (Gregory and Rowntree, 1990). Below cloud base, snow is allowed

to fall to the ground and rain is evaporated at a rate proportional to the environment

subsaturation (Gregory and Rowntree, 1990).

Precipitation can also maintain downdraughts. Downdraughts are essentially

parametrized as updraughts in reverse: a descending air parcel interacts with the en-

vironment through entrainment, mixing detrainment and forced detrainment (Stratton

et al., 2015). A downdraught is initiated if an updraught is terminated in saturated air

with a cloud depth and precipitation rate above threshold values (Stratton et al., 2015).

The downdraught continues for as long it can be maintained by latent heat release from

evaporation and sublimation of precipitation (Stratton et al., 2015).

2.1.3 Formulation of the Unified Model

The dynamical core of the MetUM version used here approximates a two time level, semi-

implicit, semi-Lagrangian solution to the nonhydrostatic, deep atmosphere, equations

(Davies et al., 2005). The MetUM solves the governing equations of the atmosphere

using a “predictor-corrector” method; an initial “predictor” is made of the prognostic

variables at time level n+1 and is refined using a set of “correctors”. The full method and

governing equations are set out by Davies et al. (2005) and the inclusion of parametrized

physical processes to the equations is presented in Diamantakis et al. (2007). A simplified

description of the method, based on section 5 of Davies et al. (2005) and section 2 of

Diamantakis et al. (2007), is given here so that the budget of PV in the MetUM can be

described precisely in the following section.

The discretisation of the governing equations that the MetUM aims to approximate

is given by

Xn+1 −Xn
d

∆t
= (1− α)(L + N)nd + SPn

d+

α(L + N)n+1 + FPn+1, (2.6)

where X is a vector of the prognostic variables in the MetUM; L and N are the linear and
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nonlinear dynamics terms respectively; SP and FP are the tendencies of the “slow” and

“fast” parametrized physical processes; a subscript “d” denotes evaluation at departure

points in the MetUM’s semi-Lagrangian method; α is a time-weighting coefficient (typi-

cally 0.7); n and n + 1 are the time levels; and ∆t is the time step. Figure 2.5 shows a

schematic of a single timestep of the MetUM which demonstrates the application of the

predictor-corrector method to solving Eq. (2.6). The components of this figure are now

described.

Figure 2.5: A schematic of a single timestep of the MetUM.

First, a set of increments due to the slow physical processes (microphysics (mic),

radiation (rad) and gravity-wave drag (gwd)) are calculated from the set of prognostic

variables at the start of the timestep. The increment to prognostic variables due to slow

physical processes can be written as

SP ≡ SP(Xn). (2.7)

Next solutions to the thermodynamic, moisture and momentum equations are approx-

imated. This is the predictor step for X. Equation (2.6) is solved explicitly with time
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level n+ 1 values replaced with time level n estimates. This can be written as

X(1) = Xn
d + ∆t{(1− α)(L + N)nd + α(L + N)n + SPn

d}, (2.8)

where X(1) is the first estimate of Xn+1. Note that the increments due to slow physical

processes, interpolated to departure points, are added on at this stage: this can therefore

be described in two steps, with an intermediate step of

X(1) = Xsl + ∆t SPn
d , (2.9)

where Xsl is the set of prognostic variables after the semi-Lagrangian dynamics only and

the slow physical processes increments act as the first corrector for X.

The next corrector adds the effects of fast physical processes (convection (con) and

boundary layer (bl)) using the most up to date estimates of the prognostic variables. The

fast physical processes are calculated sequentially for stability. This can be written as

X(2) = X(1) + ∆t FP(Xn,X(1),X(2)). (2.10)

At this stage density and Exner pressure have not been updated from their time-level n

estimates. The continuity equation is discretised in an Eulerian form and Exner pressure

is used to couple the prognostic variables using the ideal gas equation of state. The back

substitution of the equations to replace time-level n estimates with n+ 1 values leads to

a Helmholtz-type equation to solve; the full equations are given in appendix B of Davies

et al. (2005). This is known as the pressure solver and is written as another corrector:

X(3) − α∆tL(X(3)) = X(2) + α∆t(N∗ −Nn − Ln), (2.11)

where N∗ is the latest estimate of N.

At the end of the timestep the MetUM modifies the prognostic variables in clouds to

eliminate supersaturation and account for the additional latent heat release (known as

cloud balancing). This can be considered as a final physical process corrector:

X(4) = X(3) + ∆t CB(X(3)), (2.12)

such that Xn+1 ≡ X(4).

The semi-Lagrangian method does not explicitly conserve any variables; however,

the choice of an Eulerian discretisation of the continuity equation ensures local mass

conservation (Davies et al., 2005). No explicit diffusion is applied to prognostic variables:
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the diffusion in the MetUM is entirely implicit and a result of the cubic interpolation

(quintic for moisture variables) used in the semi-Lagrangian scheme. The MetUM contains

a modified vertical interpolation for θ, described in section 6 of Davies et al. (2005), that

is required for stability. This modified vertical interpolation is applied up to a height of

3.4 km in the NAE simulations.

2.2 PV Tracers

2.2.1 Method

A set of PV tracers is integrated online in the MetUM for each forecast in this thesis. The

method is based on Davis et al. (1993) and was first applied to the MetUM by Gray (2006).

The general method is to integrate the Lagrangian PV tendency of PV (Eq. (1.13)) along

trajectories over a forecast of time T :∫ t0+T

t0

Dq

Dt
dt = q(0) +

∫ t0+T

t0

Sdt, (2.13)

where t0 is the forecast start time and S represents the right-hand side of Eq. (1.13). S

can be partitioned into different physical processes (S =
∑
Si) resulting in a set of PV

tracers (qi) from the integration of Si starting with each qi = 0:

q(0) +

∫ t0+T

t0

Dq

Dt
dt = q(0) +

∑
qi. (2.14)

The PV diagnostics are essentially mimicking the behaviour of the numerical weather

prediction model in terms of PV, allowing the tendencies of each parametrized physical

process to be partitioned and accumulated separately. There is an implicit assumption

here that the effects of each parametrized physical process can be separated. In practice

the PV tracers will often have large cancelling terms between compensating processes. It

is important to consider all terms in the PV budget to assess where this is the case.

2.2.2 Formulation in the MetUM

PV is partitioned into an advection-only PV tracer (qadv) and a set of physics PV tracers

(
∑
qphys). Each PV tracer, apart from the advection-only PV tracer, is set to zero

everywhere at the initial time and the advection-only PV tracer is initialised as equal

to the PV diagnosed from the prognostic variables X (diagnosed PV). At the lateral
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boundaries of a limited area domain each PV tracer, apart from the advection-only PV

tracer, is set to zero and the advection-only PV is set equal to the diagnosed PV, at each

timestep. This is because there is no prior information on the history of the air parcels

at the lateral boundaries so they are treated like initial conditions.

In the MetUM tracers are advected by the flow resolved in the model using its semi-

Lagrangian advection scheme. Passive tracers can also be transported by the effects of

sub-grid parametrizations for turbulence and convection (Lock et al., 2000; Gregory and

Rowntree, 1990). The parametrized sub-grid scale motions have no horizontal component

across the sides of a gridbox and, by construction, the updraughts and downdraughts are

exactly compensated by vertical motion in the remainder of the column (above the grid

box on the Earth’s surface) such that the area-averaged vertical motion at each level equals

the resolved vertical motion in that gridbox (Lock et al., 2000; Gregory and Rowntree,

1990). The impermeability theorem of Haynes and McIntyre (1987) applies generally to

fully compressible non-hydrostatic dynamics and implies that the cross-isentropic flux of

PV must be identically zero. This applies to the resolved motions in a model and notional

sub-grid transports. Furthermore, the theorem also holds for other vertical coordinates.

For example, in pressure coordinates there can be no net transport of the vertical com-

ponent of vorticity across pressure levels. Therefore, since the sub-grid turbulence and

convective schemes describe only vertical fluxes and the non-transport of vorticity must

hold, these transport schemes are not applied to the PV tracers and only advection by

the resolved 3D motion transports them.

The tracer advection scheme in the MetUM also has the option to apply a conservation

correction and a monotone correction; however, neither is applied to the PV tracers. The

conservation correction is not applied because it is a global correction to a tracer field and

will produce non-local terms in the PV tracers. A monotone correction is generally used

for tracer advection of fields that are required to remain positive which is not the case

for the PV tracers so it is not applied. With no corrections applied for tracer advection,

the tracer advection scheme simply amounts to updating a variable with its departure

point value, obtained by interpolating the tracer at time-level n to the departure point of

the trajectory calculated by the semi-Lagrangian scheme of the MetUM. In this way the

PV tracers method is calculating the left hand side of Eq. (1.13), partitioned by each PV

tracer, at each timestep, following the resolved flow of the forecast.
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Although there are no PV fluxes across isentropic surfaces, diabatic and frictional

effects have an important influence on the PV distribution via diabatic mass fluxes across

isentropic surfaces, horizontal divergent flow and frictional torques. Each PV tracer,

apart from the advection-only PV tracer, accumulates increments in PV due a specific

parametrized physical process at each timestep. The PV increment is calculated as the

difference in PV before and after adding the increments to the prognostic variables. In

this way the PV tracers method is calculating the right hand side of Eq. (1.13), partitioned

by each parametrized physical process, at each timestep.

The slow physical processes are calculated in parallel and each increment is calcu-

lated independently using Xn. The increments in PV due to slow physical processes are

calculated as

∆qsp = q(Xn + ∆Xsp)− q(Xn), (2.15)

where q(·) means a calculation of PV as a function of the given variables in the argument

and sp is microphysics, radiation or gravity-wave drag. The fast physical processes are

calculated sequentially so the PV increments are calculated as

∆qcon = q(X(1) + ∆Xcon)− q(X(1)), (2.16)

for convection and

∆qtm = q(X(1) + ∆Xcon + ∆Xtm)− q(X(1) + ∆Xcon), (2.17)

for the turbulent-mixing scheme, where q(X(2)) ≡ q(X(1) + ∆Xcon + ∆Xtm). The in-

crement from cloud balancing is also included with the physics PV tracers, calculated

as

∆qcloud = q(X(4))− q(X(3)). (2.18)

Therefore the equations for updating the PV tracers are given by

qn+1
adv = qnadv,d, (2.19)

for the advection-only PV, where the “d” subscript indicates that the tracer is evaluated

at departure points in the MetUM’s semi-Lagrangian scheme;

qn+1
sp = (qnsp + ∆qsp)d, (2.20)

for slow physical processes; and

qn+1
fp = qnfp,d + ∆qfp, (2.21)
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for fast physical processes, where fp is convection, turbulent mixing or cloud balancing.

In the previous equations where q(·) is evaluated a modified version of the MetUM’s

standard diagnostic PV calculation has been used. PV is calculated at the corners of

grid points, on model levels where ρ is stored, such that the calculation of the vertical

component of vorticity requires no averaging. Each component of PV is calculated using

centred differences with prognostic variables averaged when required. The result is then

linearly interpolated to the centres of the grid points in the horizontal then linearly

interpolated to model levels where θ is stored in the vertical. The modification is that

vertical velocity components have also been included in the calculation of PV such that

the PV calculated is consistent with the governing equations solved by the MetUM (non-

hydrostatic deep atmosphere). The PV calculation has also been modified to include

horizontal terms in the Coriolis force; however, this was done after the forecasts presented

in this thesis were run. The inclusion of the horizontal Coriolis terms in the PV calculation

has a negligible impact on the PV tracers in the domain investigated.

2.3 Case Studies

This section introduces the two case studies investigated in this thesis. The case studies

chosen are two intense observing periods (IOPs) from the DIAMET (DIAbatic influences

on Mesoscale structures in ExTratropical storms) field campaign. DIAMET was a UK

project set up to investigate the effects of mesoscale processes on extratropical cyclones

with the aims of improving the understanding of these processes and their representation

within numerical weather prediction models (Vaughan et al., 2015). The DIAMET project

centered around a three week field campaign conducted during November and December

of 2011. During this time period Met Office analyses were produced using the 4D-Var

method documented by Rawlins et al. (2007).

2.3.1 IOP5

The first case study investigated here is IOP5. During IOP5, a cold front passed over

the UK on 29 November 2011. Multiple flight legs crossed the front as it approached and

passed over the UK, taking detailed observations of microphysical structures in liquid and

ice phase clouds (Lloyd et al., 2014). Dearden et al. (2014) used observations from IOP5
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with a Lagrangian parcel model to derive diabatic heating and cooling rates in the cold

front due to phase changes of water and assess their representation in parametrization

schemes. IOP5 has also been used as a case study of a tornadic cold front (Clark and

Parker, 2014).

The main reason for choosing IOP5 as a case study here is that IOP5 has been

used to investigate the influence of diabatic processes on the tropopause (Chagnon and

Gray, 2015). Chagnon and Gray (2015) showed that the diabatic PV dipole across the

tropopause found by Chagnon et al. (2013) was robust across three case studies at various

resolutions; however, for IOP5, the accumulation of positive PV in the stratosphere was

much weaker than the other two case studies.

To analyse the IOP5 case study, a forecast was initialised at 12 Z on 28 November

2011 from the corresponding operational analysis and run for 36 hours. Figure 2.6 shows

synoptic charts every 12 hours from Met Office analyses corresponding to IOP5. The

start of the forecast corresponds to Fig. 2.6a; the region of interest is the long cold front

to the west of the UK associated with the low-pressure centre near Iceland. Also of note

is that the front had a double front structure further south of the cyclone and a frontal

wave developing around 50◦ N. Over the following 12 hours the frontal wave developed

into a new low pressure centre as the front approached the UK (Fig. 2.6b).

The front passed over the UK around 12 Z on the 29th (Fig. 2.11c) and reached

mainland Europe in the following 12 hours (Fig. 2.11d). When the front reached the UK

it was no longer diagnosed as a double front; there is a single cold front and associated

pressure trough over the entire UK (Fig. 2.11c). Figure. 2.7 shows satellite images at

12 Z. There is a distinct band of thick cloud associated with ascent along the front and

higher cloud to the north-east of the UK associated with warm conveyor belt airstreams

ascending into a ridge. In the cold sector to the west of the front, there are patches of

cumulus clouds (Fig. 2.7a) as well as a dry region (Fig. 2.7b) associated with the humidity

front marked by a thin line on Fig. 2.6c.

Figure 2.8 shows differences between the forecast run for this case study at 24-hours

lead time and the corresponding Met Office analysis. The forecast gave a deeper trough

compared to the analysis. This can be seen by the generally negative errors in low-level

pressure (Fig. 2.8a) and 500 hPa height (Fig. 2.8b) around the UK, both of which have

a minima to the southwest of the UK. Ridges and troughs are better seen by PV on
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(a) (b)

(c) (d)

Figure 2.6: Met Office surface analysis charts for DIAMET IOP5 every 12 hours starting

at (a) 12 UTC on 28 November 2011, corresponding to the initialisation of the forecast

used to study IOP5.

θ. Figure 2.9 shows PV on the 320 K isentrope for the forecast and analysis: both the

forecast and analysis show a distinctive trough-ridge pattern. The main difference is

that the trough has expanded slightly further eastward in the forecast, indicated by the

narrow positive error in PV on the leading edge of the trough, giving a deeper trough

over the UK. The forecast has also produced a larger amplitude ridge than the analysis

indicated by the large negative errors in PV around Scandinavia. There are also a lot of

smaller positive and negative differences in PV between the forecast and analysis in the

stratosphere. This is due to the analysis having a more patchy PV distribution compared

to the forecast and may be an unrealistic artifact of the data assimilation system.

The exception to the deeper trough in the forecast is to the north of the UK where

the low-level pressure is too high in the forecast (Fig. 2.8a) but is not seen at upper-levels

(Fig. 2.8b). This is because the frontal wave seen in the analyses has not developed
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(a) (b)

Figure 2.7: Satellite images for the IOP5 case study on 29 November 2011. (a) MODIS

colour composite image from red (620-670nm), green (545-565nm) and blue (459-479nm)

channels at 1232 UTC, reprojected over the UK. (b) Meteosat SEVIRI geostationary satel-

lite mid-infrared/water vapour image (5.35-7.15 µm) at 1200 UTC, reprojected over the

UK. Note that the two projections are different. Images archived by the NERC Satellite

Receiving Station, Dundee University, Scotland (http://www.sat.dundee.ac.uk/).

in the forecast. This can be seen if we look at the low-level θ distribution (Fig. 2.10).

The forecast reproduces the location and intensity of the front in the analysis with small

differences in θ around the region of the front. The exception is north of the UK where

the forecast θ is colder than the analysis due to the cold front advancing further in the

forecast. The isotherms in this region in the forecast are roughly straight whereas the

isotherms in the analysis have a bend because of the developing low pressure centre.

2.3.2 IOP8

The second case study investigated here is IOP8. IOP8 corresponds an intense extrat-

ropical cyclone with strong winds over Scotland on 8 December 2011. The main interest

in IOP8 for the field campaign was the association of the intense winds with a sting jet

which were observed in-situ with the research aeroplane (Baker et al., 2013). IOP8 has

been used for developing sting-jet detection techniques by defining sting-jet air streams in

terms of trajectories (Mart́ınez-Alvarado et al., 2014a; Hart et al., 2015). IOP8 has also
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Figure 2.8: Forecast minus analysis errors for the forecast run for the IOP5 case study

at 24-hours lead time (12 UTC on 29 November 2011). (a) Pressure on the lowest model

θ-level (20 m; contours masked over land). (b) 500 hPa height. Solid lines show the

forecast, dashed lines show the analysis and colours show the forecast minus analysis.

been used as a case study of a non-tornadic cold front in the same study as IOP5 (Clark

and Parker, 2014).

To analyse the IOP8 case study, a forecast was initialised at 12 Z on 7 December 2011

from the corresponding operational analysis and run for 36 hours. Figure 2.11 shows

synoptic charts every 12 hours from the Met office analyses corresponding to IOP8. The

start of the forecast corresponds to Fig. 2.11a. The initial cyclone can be seen as the

1001 hPa low pressure system developing in a trough in the Atlantic. The front had

started to wrap up with a distinct cold and warm front meeting at the low pressure

centre. Over the next 12 hours the cyclone developed rapidly as seen in Fig. 2.11b where

the central pressure had dropped by 24 hPa and the cyclone had developed the “T-bone”

structure distinctive of intense extratropical cyclones (Shapiro and Keyser, 1990).

The strongest winds occured over Scotland around 12 Z on the 8th (Baker et al., 2013)

(24-hours lead time). By this time the cyclone had deepened by a further 20 hPa and

the warm front has wrapped around the cyclone centre (Fig. 2.11c). The cyclone did not

deepen further as it passed over Scotland (Fig. 2.11d). Figure. 2.12 shows satellite images

at 12 Z. The satellite images show features distinctive of extratropical cyclones: cloudy

air along the trailing cold front, a cloud head wrapped around the low-pressure centre

and a dry intrusion from descending air being wrapped into the cyclone centre. Also of
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(a)                         Forecast                           (b)                         Analysis                           
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Figure 2.9: PV on 320 K for the IOP5 case study at 12 UTC on 29 November 2011. (a)

Forecast at 24-hours lead time. (b) Corresponding analysis. (c) Forecast minus analysis.

Contours highlight 2-PVU for the forecast (solid) and analysis (dashed).

note is the cloud banding in the air wrapping into the cyclone centre (Fig. 2.12a), which

is an expected signature of sting-jet airstreams (Browning, 2004).

Figure 2.8 shows differences between the forecast and analyses. The forecast repro-

duced the structure and intensity of the cyclone with good accuracy. The main errors are

dipole-like around the cyclone centre in both low-level pressure (Fig. 2.13a) and 500 hPa

height (Fig. 2.13b) indicating that the main error is a small displacement of the cyclone

in the forecast relative to the analysis. This can be seen in the low-level wind speeds

(Fig. 2.14): the forecast reproduced the intense wind speeds in the analysis but displaced

slightly south-eastward.
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(a)                         Forecast                           (b)                         Analysis                           
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Figure 2.10: θ at 900 hPa for the IOP5 case study at 12 UTC on 29 November 2011. (a)

Forecast at 24-hours lead time. (b) Corresponding analysis. (c) Forecast minus analysis.

2.4 Winter Season

This section describes a set of forecasts over a winter season investigated in this thesis.

By compositing forecast errors over many forecasts, systematic forecast errors can be

identified and related to model errors. The initial tendencies method (see section 1.5.2)

relates the systematic forecast errors of short forecasts to the initial imbalance of model

processes (Klinker and Sardeshmukh, 1992; Rodwell and Palmer, 2007). By integrating

the PV tracers over many forecasts, the systematic effects of model processes can be

diagnosed and linked to systematic forecast errors, and as a result, associated with model

errors.

The period chosen is the 2013/14 winter season. The 2013/14 winter season was

notable for large accumulations of precipitation in the UK due to an increased frequency
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(a) (b)

(c) (d)

Figure 2.11: Met Office surface analysis charts for DIAMET IOP8 every 12 hours

starting at (a) 12 UTC on 7 December 2011, corresponding to the initialisation of the

forecast used to study IOP8.

of storms, although few of those individual events were extreme (Kendon and McCarthy,

2015). Priestley et al. (2017) attributed the increased frequency of storms over the UK

to an anomalously strong and persistent jet stream driven by increased Rossby wave

breaking to the north and south of the jet.

To study the 2013/14 winter season, a forecast was initialised for each day in the three-

month winter period from 1 November 2013 to 31 January 2014 (a total of 92 forecasts).

Each forecast was initialised at 00 UTC using operational analyses and run for 2.5 days

to give an overlap between forecasts. During this time period Met Office analyses were

produced using the hybrid ensemble/4D-Var method documented by Clayton et al. (2013).

The Met Office phased out operational use of the NAE domain beyond 31 January 2014

which is why November has been used instead of February for the “winter” season.
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(a) (b)

Figure 2.12: Satellite images for the IOP8 case study on 8 December 2011. (a) MODIS

colour composite image from red (620-670nm), green (545-565nm) and blue (459-479nm)

channels at 1215 UTC, reprojected over the UK. (b) Meteosat SEVIRI geostationary satel-

lite mid-infrared/water vapour image (5.35-7.15 µm) at 1200 UTC, reprojected over the

UK. Note that the two projections are different. Images archived by the NERC Satellite

Receiving Station, Dundee University, Scotland (http://www.sat.dundee.ac.uk/).
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Figure 2.13: Forecast minus analysis errors for the forecast run for the IOP8 case study

at 24-hours lead time (12 UTC on 8 December 2011). (a) Pressure on the lowest model

θ-level (20 m). (b) 500 hPa height. Solid lines show the forecast, dashed lines show the

analysis and colours show the forecast minus analysis.
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(a)                         Forecast                           (b)                         Analysis                           
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Figure 2.14: Wind speed at 1 km for the IOP8 case study at 12 UTC on 8 December

2011. (a) Forecast at 24-hours lead time. (b) Corresponding analysis. (c) Forecast minus

analysis.

61



Chapter 2: Methods

62



Chapter 3: Dynamics-tracer Inconsistency

Chapter 3

Dynamics-tracer Inconsistency

3.1 Introduction

Considering the PV conservation in a numerical model of the atmosphere Davis et al.

(1993) partitioned PV into a set of tracer diagnostics to explicitly integrate the cumulative

effects of parametrized physical processes in a study of cyclogenesis. Combined with the

piecewise PV inversion method of Davis and Emanuel (1991) this allowed them to assess

the impact of non-conservative processes on a cyclone’s circulation. The PV tracers did

have limitations: Davis et al. (1993) noted differences between the PV tracers and the

PV diagnosed from model variables and attributed this to numerical truncation errors in

updating PV. Stoelinga (1996) discussed this difference in more detail and attributed it

to the difference between the explicit PV integration and the model dynamics which are

not designed to conserve PV exactly.

Zhang et al. (2008) demonstrated that inconsistencies between tracer advection and

the dynamical core of an atmospheric model can produce significant biases in modelling

chemical transport. Whitehead et al. (2015) assessed the consistency of several dynamical

cores with their respective tracer advection schemes by investigating PV in an idealised

baroclinic wave test. In this test there is no diabatic heating or friction: the only source

of PV non-conservation is dissipation, implicit or explicit, induced by the dynamical core.

Whitehead et al. (2015) tested the consistency of this dissipation with the dissipation

induced by the tracer advection scheme for a range of dynamical cores and demonstrated

that each dynamical core produces values of PV inconsistent with the tracer advection

scheme but with structure and amplitude differing between dynamical cores. Whitehead

et al. (2015) used the consistency between a dynamical PV and a tracer of PV to rank

the different dynamical cores.

Tracers of PV have been used for two things: assessing the dynamical impacts of

parametrized physical processes and diagnosing inconsistencies between dynamical cores
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and tracer advection schemes. This chapter demonstrates that, by extending the PV

tracer diagnostics of Davis et al. (1993), the inconsistency in PV (defined by Whitehead

et al. (2015)) can be diagnosed in a simulation which also has parametrized physical

processes. It is shown that this “dynamics-tracer inconsistency” is comparable to the

effects on PV of parametrized physical processes for the IOP5 case study and that the

majority of the “dynamics-tracer inconsistency” in the MetUM can be attributed to non-

conservation of PV by the dynamical core.

The structure of this chapter is as follows. In section 3.2 the residual in the PV

tracers budget is demonstrated for the IOP5 case study and the reasons for this residual

are identified. In section 3.2.1 an exact budget of PV, in the context of the PV tracers, is

outlined. For the in-depth description of the PV tracers in the MetUM see section 2.2.2. In

section 3.2.2 the dynamics-tracer inconsistency term, derived in section 3.2.1, is quantified

for the IOP5 case study. In section 3.2.3 it is shown that the non-conservation of PV

by the dynamical core of the MetUM is the dominant contribution to dynamics-tracer

inconsistency. In section 3.2.4 the non-conservation of PV by the dynamical core is

considered in the context of the diabatically generated PV dipole identified by Chagnon

et al. (2013). A summary and discussion of results is presented in section 3.3.

3.2 Results

If all processes modifying PV were accounted for by the PV tracers then the accumu-

lated effects of parametrized physical processes (
∑
qphys) would be equivalent to the total

change in PV given by the diagnosed PV minus the advection-only PV (q − qadv). A

parameter (ε) is defined as the difference between these two measures of PV change, such

that

εn = qn − qnadv −
∑

qnphys, (3.1)

where qn ≡ q(Xn) is the diagnosed PV. Note that ε is the same as qr in Stoelinga (1996).

Figure 3.1b shows ε and Fig. 3.1a shows the sum of physics PV tracers for comparison,

each at the end of the 36 h forecast interpolated to the 320 K isentropic surface. The field

of ε has structure and amplitude that is comparable to the sum of physics PV tracers and

therefore represents an important contribution to the PV budget.
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(a) (b)

(c) (d)

Figure 3.1: Terms in the PV budget for the forecast run for the IOP5 case study at

36-hours lead time (00 UTC on 30 November 2011). All plots show variables linearly

interpolated to the 320 K isentrope. (a) The sum of the physics PV tracers (
∑
qphys).

(b) ε as defined by Eq. (3.1). (c) Dynamics-tracer inconsistency. (d) The residual in the

PV budget (εr in Eq. (3.16)). The thick black line in each plot is the 2 PVU line of the

diagnosed PV and the dashed line is the 2 PVU line of the advection-only PV tracer

3.2.1 PV Budget

In this section, by considering the evolution of the PV budget across a timestep, it is

shown that ε is completely accounted for by three terms: “dynamics-tracer inconsistency”

(∆εI) to be defined below based on the inconsistency investigated by Whitehead et al.

(2015); “missing PV” (∆εM ) which accounts for any increments in PV not attributed to

a dynamical or physical process; and a “splitting error” (∆εS) which accounts for the

difference between numerical diffusion acting on multiple tracers of PV and the numerical

diffusion acting on a single field representing the sum of those PV tracers. In this section,

these three terms are defined by their numerical form in the MetUM. In principle a PV

budget for any numerical model of the atmosphere could be closed using just these three
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terms.

To calculate a closed PV budget all changes in PV across a single timestep must be

accounted for, such that the PV at time-level n+1 is equal to the PV at time-level n plus

all the changes in PV in that timestep. Considering every change in PV across a single

timestep of the MetUM (as in Fig. 2.5) gives:

qn+1 = qn + {q(Xsl)− q(Xn)}+ {q(X(1))− q(Xsl)}

+{q(X(2))− q(X(1))}+ {q(X(3))− q(X(2))}

+{q(X(4))− q(X(3))}. (3.2)

Each of the terms in Eq. (3.2) can be attributed to increments in PV related to

dynamical and physical processes. The first increment in PV in Eq. (3.2) (q(Xsl)−q(Xn))

is a result of the semi-Lagrangian dynamics, which can be defined as ∆qsl, such that

q(Xsl)− q(Xn) = ∆qsl. (3.3)

The next increment in PV in Eq. (3.2) (q(X(1))− q(Xsl)) is a result of adding the incre-

ments to prognostic variables from the slow physical processes to the latest estimate of

X. This is approximately equivalent to updating the slow physics PV tracers:

q(X(1))− q(Xsl) ≈
∑

(qnsp + ∆qsp)d −
∑

qnsp,d, (3.4)

where
∑
qsp is the set of PV tracers for slow physical processes. The equation is not exact

because of the nonlinearity associated with the calculation of the PV increments due to

slow physical processes (Eq. (2.15)) in parallel and the order in which the increments are

added. The next increment in PV in Eq. (3.2),

q(X(2))− q(X(1)) = ∆qcon + ∆qbl, (3.5)

is the increment in PV due to the fast physical processes (Eqs. (2.16) and (2.17)). The

next increment in PV in Eq. (3.2) (q(X(3)) − q(X(2))) is a result of the pressure solver,

which can be defined as ∆qsolver, such that

q(X(3))− q(X(2)) = ∆qsolver. (3.6)

The final increment in PV in Eq. (3.2),

q(X(4))− q(X(3)) = ∆qcloud, (3.7)
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is the increment in PV due to cloud balancing (Eq. (2.18)). The increments due to fast

physical processes can be defined as,

∑
∆qfp = ∆qcon + ∆qbl + ∆qcloud. (3.8)

The increment due to cloud balancing ∆qcloud has been grouped with fast physical pro-

cesses for convenience.

Whitehead et al. (2015) define the inconsistency between a dynamical core and tracer

advection as the difference between the evolution of PV calculated by integrating the

governing equations in a dynamical core and the advection of a tracer of PV. We can

define this “dynamics-tracer inconsistency” for a single timestep as ∆εI by comparing

PV obtained by solving the adiabatic and frictionless governing equations (qn + ∆qsl)

with PV advected using the tracer advection scheme (qnd ), such that

∆εI = (qn + ∆qsl)− qnd . (3.9)

Ideally the increment in PV due to the pressure solver from Eq. (3.6) would be included

because the pressure solver involves the solution of the continuity equation and the back-

substitution to complete the solution of the thermodynamic and momentum equations.

However, the pressure solver also couples the parametrized physics to the dynamics so it

is not completely attributable to adiabatic and frictionless dynamics.

With all increments in PV described in terms of dynamics and physics, Eq. 3.9 can

be used to rewrite Eq. (3.2) as

qn+1 = qnd+
∑

(qnsp + ∆qsp)d −
∑

qnsp,d +
∑

∆qfp

+∆εI + ∆εM , (3.10)

where ∆εM is the “missing PV” and includes the increment in PV due to the pressure

solver as well as accounting for the nonlinearity in the calculations of PV increments due

to slow physical processes from Eq. (3.4).

Rearranging Eq. (3.1) for time level n+ 1 gives

qn+1 = qn+1
adv +

∑
qn+1
sp +

∑
qn+1
fp + εn+1, (3.11)

and

qnd = (qnadv +
∑

qnsp +
∑

qnfp + εn)d, (3.12)
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The terms describing PV tracers in Eq. (3.10) can be eliminated using the definitions

of PV tracer updates (Eqs (2.19), (2.20) and (2.21)). However, the difference between

numerical diffusion acting on multiple tracers of PV and the numerical diffusion acting on

a single field representing the sum of those PV tracers, highlighted by the placement of

the d subscript in Eq. (3.12), must be accounted for first. This “splitting error” is a result

of diffusion in the tracer advection scheme which is entirely implicit for the operational

MetUM and in the simulation performed here. We define the “splitting error” as

∆εS = qnd − (qnadv,d +
∑

qnsp,d +
∑

qnfp,d + εnd ). (3.13)

Now, all terms describing PV tracers in Eq. (3.10) can be eliminated using Eqs (3.11),

(3.12) and (3.13) and the definitions given by Eqs (2.19), (2.20) and (2.21), which gives

the result

εn+1 = εnd + ∆εI + ∆εM + ∆εS . (3.14)

Since ε is by definition zero everywhere at the start of a forecast, Eq. (3.14) tells us

that the gap in the PV budget can only be due to the accumulation of the three terms

defined in this section: “dynamics-tracer inconsistency” (∆εI), “missing PV” (∆εM ) and

a “splitting error” (∆εS) and modifications due to the implicit diffusion of ε from carrying

it forward on departure points in Eq. (3.14).

3.2.2 Dynamics-tracer Inconsistency

The previous derivation allows us to describe ε completely as the accumulation of three

terms: dynamics-tracer inconsistency; missing changes in PV across a single timestep;

and the difference between advecting a single tracer of PV and advecting multiple tracers

of PV. In this section it will be shown that dynamics-tracer inconsistency is the dominant

contribution to ε.

The dynamics-tracer inconsistency is calculated in the MetUM at each timestep using

Eq. (3.9) and then accumulated in the same way as a PV tracer:

εn+1
I = εnI,d + ∆εI . (3.15)

The residual of the PV budget is calculated as

εnr = εn − εnI , (3.16)
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and can only be due to the “missing PV” and the “splitting error” (i.e. the time integral

of ∆εM + ∆εS). Figure 3.1 shows the integrated dynamics-tracer inconsistency (εI) and

the residual PV (εr) for a 36 hour forecast. Dynamics-tracer inconsistency accounts for

most of ε and the residual PV is generally more than an order of magnitude smaller than

ε and has smaller-scale structure. Therefore, the pressure solver and nonlinearities in

calculations of PV increments (∆εM ) and the “splitting error” (∆εS) are comparatively

small contributions to the PV budget for this case study.

3.2.3 Non-conservation of PV by the Dynamical Core

In this section, it is shown that the dominant process contributing to dynamics-tracer

inconsistency is the non-conservation of PV by the dynamical core rather than the nu-

merical dissipation of a PV tracer in the tracer advection scheme. It has already been

shown that ∆εS is a small contribution to the PV budget which tells us that the numeri-

cal diffusion acting on multiple tracers of PV is approximately the same as the numerical

diffusion acting on a single field representing the sum of those PV tracers. In this section

it is shown that the numerical dissipation of a single tracer of PV is small compared to

the dynamics-tracer inconsistency.

What is the true change in PV integrated along the resolved flow of the forecast?

Dynamics-tracer inconsistency arises both from non-conservation of PV by the dynamical

core and the numerical dissipation in the tracer advection scheme. If the tracer advection

scheme were perfectly conservative, the total change in PV following an air-mass would

be the difference between the diagnosed PV and the PV from the origin of the trajectory

that the air-mass followed through the whole forecast (q − qorigin). Including the PV at

the origin of trajectories in the PV budget (Eq. (3.1)) gives

εn = (qn − qorigin −
∑

qnphys) + (qorigin − qnadv), (3.17)

which highlights a notional partition between non-conservation of PV by the dynamical

core (the left bracket) and non-conservation associated with numerical dissipation in the

tracer advection scheme acting on the advection-only PV tracer (right bracket). To esti-

mate the relative magnitudes of these two contributions, trajectories were released from

a regular grid on the 500 hPa surface at the end of the forecast (T+36) and calculated

backwards in time to the start of the forecast using the trajectory calculation method

of Wernli and Davies (1997) (LAGRANTO, Sprenger and Wernli (2015)) with hourly
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3D wind output from the MetUM. The initial PV field is interpolated to each trajectory

location at t = 0, providing an estimate of qorigin which can be associated with the grid

point that the trajectory “arrives on” at the end of the forecast. This technique is called a

“reverse domain filling” (RDF) trajectory calculation since a map of qorigin(x) is obtained

(Fig. 3.2c). Since the forecast is run using a limited-area domain, any trajectories that

leave the domain are given the value of the advection-only PV tracer at the last point

they are in the domain instead of an unknown t = 0 value.

Figure 3.2 compares three different measures of PV: the diagnosed PV (q), the

advection-only PV (qadv), and the PV calculated from RDF trajectories (qorigin). The

fields are shown at 500 hPa because the back trajectory calculations were initialised on

pressure levels. The 500 hPa surface is found using linear interpolation while assuming a

logarithmic variation of pressure with height, consistent with other MetUM diagnostics.

Owing to the exact conservation implied by the RDF technique, the maxima and minima

in the field are given by the extrema in the initial PV distribution (at the origin locations

which in general are not at 500hPa due to vertical motion). Fine scales are generated

through stirring by advection and there is no dissipation in the reverse domain filling

calculation to smooth the small-scale structure. In contrast the advection-only tracer

experiences numerical diffusion. This acts to remove the smallest structures and to fill in

some regions with intermediate PV values (for example, around the cyclonic spiral to the

southwest of Iceland in Fig. 3.2). The highest PV values in RDF PV over southern Eng-

land are also reduced in the PV tracer, presumably by mixing in the tracer calculation.

In contrast, the diagnosed PV (from the prognostic variables) shows much lower values

than qadv or qorigin within the low PV air to the south of Iceland. Part of this difference is

associated with physical processes and part with the non-conservation by the dynamical

core.

Figure 3.3 shows ε calculated from Eq. (3.1) and ε calculated from the first bracket

in Eq. (3.17) using the RDF estimate qorigin. There are considerable differences between

the two terms, mainly in terms of fine-scale structure fluctuating about zero. As already

discussed the fine scale structure arises from lack of dissipation in the RDF calculation

and also small errors associated with the offline calculation of long trajectories used in

the RDF calculation. However, it can be seen that ε calculated from RDF trajectories

accounts for most of the larger scale and magnitude PV anomalies seen in ε calculated
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(a) (b)

(c)

Figure 3.2: Different measures of PV at 500 hPa for the forecast run for the IOP5 case

study at 35-hours lead time (23 UTC on 29 November 2011). (a) Diagnosed PV. (b)

Advection-only PV tracer. (c) PV from reverse domain filling trajectories.

from Eq. (3.1). Therefore, we can conclude that numerical diffusion of the advection-only

PV tracer is not the major contribution to the dynamics-tracer inconsistency in ε.

Tracer advection within the MetUM has the option to run with various different inter-

polation schemes. Running the same simulation while varying the interpolation scheme

used for the PV tracers from linear to quintic makes very little difference to the dynamics-

tracer inconsistency (not shown). This suggests that the numerical diffusion of the PV

tracers associated with the interpolation to departure points in the semi-Lagrangian ad-

vection scheme is not the major contribution to the dynamics-tracer inconsistency.

Having eliminated other options, the conclusion is that the tracer advection used for

the PV tracers is more conservative, in terms of PV, than the dynamical core. The ma-

jority of the dynamics-tracer inconsistency must therefore be due to the non-conservation

of PV by the dynamical core.
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(a) (b)

Figure 3.3: The difference between the accumulated effects of parametrized physical

processes (
∑
qphys) and the total change in PV calculated using (a) advection-only PV

(qadv) and (b) PV traced back along a trajectory (qorigin), at 500 hPa for the forecast run

for the IOP5 case study at 35-hours lead time (23 UTC on 29 November 2011).

How should this non-conservation of PV by the dynamical core be interpreted? Like

PV, θ is conserved in the absence of diabatic and frictional processes. Therefore it can be

partitioned into a set of tracers in the same way as PV (Mart́ınez-Alvarado and Plant,

2014) and will also have an associated dynamics-tracer inconsistency. However, θ is a

prognostic variable in the MetUM so the changes to θ in the dynamical core are essen-

tially identical to tracer advection (depending on the interpolation schemes used). The

dynamics-tracer inconsistency for θ (calculated with Eq. (3.9)) would therefore be close

to zero and tests have shown it is close to zero (Mart́ınez-Alvarado, personal communi-

cation).

If the same study as Whitehead et al. (2015) were run with the MetUM, there would

be different answers depending on whether PV or θ is used. The prognostic variable θ

tells us that the MetUM has a consistent dynamical core and tracer advection scheme;

however, the diagnostic variable PV shows a large dynamics-tracer inconsistency. PV is

diagnosed as a function of the gradients of the prognostic variables, each of which are

updated separately (Eq. (2.6)). Therefore the Lagrangian equation for PV (Eq. (1.13)) is

not respected exactly by the dynamical core of the MetUM. The dissipation of prognostic

variables θ and u in the dynamical core will act like the effects of heating and friction

terms on PV.

The straining flow of the atmosphere results in a tracer cascade to smaller scales
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by conservative advection of PV; however, exact conservation of PV is not necessarily

a desirable property of a dynamical core because the cascade to smaller scales will be

blocked at the grid-scale (Thuburn, 2008). The non-conservation of PV by the dynamical

core can be associated with an implicit representation of small-scale dissipation. Kunkel

et al. (2014) used a PV tracer in an adiabatic and frictionless simulation to assess the

impact of inertia-gravity waves near the tropopause. Kunkel et al. (2014) found systematic

differences between the diagnosed PV and tracer PV in the regions of inertia-gravity

waves. Small-scale physical processes would act to modify PV but should not be expected

to modify passive tracers in the same way.

3.2.4 Tropopause Dipole

Using the PV tracers method Chagnon et al. (2013) showed that the accumulated effects

of parametrized physical processes contributed to a sharpening of the tropopause PV

gradient for a case study of an extratropical cyclone. In this section the effects of the non-

conservation of PV by the dynamical core on the tropopause PV gradient are investigated

for this case study.

Chagnon et al. (2013) showed, for their case study, that the 2 PVU surface of the

advection-only PV tracer coincided with the 2 PVU surface of the diagnosed PV. This

meant that the direct modifications of PV by non-conservative processes did not act to

change the position of the tropopause. By summing the values of the near-tropopause PV

changes (q−qadv), binned by the advection-only PV tracer, Chagnon et al. (2013) showed

that the average change in PV for initially tropospheric air (qadv<2) was negative and

the average change in PV for initially stratospheric air (qadv>2) was positive with a zero

value at 2 PVU (Fig. 6 in Chagnon et al. (2013)). Chagnon and Gray (2015) repeated

this diagnostic for three more extratropical cyclones and showed that the IOP5 case study

(case II in Chagnon and Gray (2015)) contains regions of tropopause sharpening but with

a weaker tropopause dipole on average due to weaker positive PV tendencies on the

stratospheric side of the tropopause.

Figure 3.4a shows the same diagnostic as Fig. 6 in Chagnon et al. (2013) but integrated

over many vertical levels by weighting the gridpoints by mass, rather than an area average

over individual vertical levels, with Fig 3.4b showing the total mass associated with each

bin. The diagnostic was integrated over many vertical levels to include any shallow PV
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anomalies that may be important. Only gridpoints within 2.5 km in the vertical of the

tropopause are included, excluding the boundary layer using the MetUM’s diagnosis of

boundary layer height. The mean mass of the included gridpoints is 3.18× 1010 kg, with

a maximum of 4.21× 1010 Kg and a minimum of 5.69× 109 Kg.

Whitehead et al. (2015) found large amounts of dynamics-tracer inconsistency where

isentropes intersected the ground. This is also true for the PV tracers shown here; how-

ever, this low-level “dynamics-tracer” inconsistency is found to largely cancel out tenden-

cies between the radiation and boundary layer parametrization schemes such that the total

change in PV (q− qadv) is much smaller in magnitude. By excluding the boundary-layer,

the large signals of opposite sign are excluded from Fig. 3.4a.

(a) (b)

Figure 3.4: (a) The near-tropopause mass-weighted average PV in bins of 0.25 PVU of

the advection-only PV tracer. (b) The total mass in each 0.25 PVU bin of advection-only

PV. Results shown for the forecast run for the IOP5 case study at 36-hours lead time

(00 UTC on 30 November 2011).

Figure 3.4a does show a dipole in the total change in PV. The dipole is consistent

with the one in Chagnon and Gray (2015) with the addition of a positive PV anomaly

at qadv between 6 and 8 PVU which can be attributed to the use of many vertical levels.

More relevant to this study is the large difference between the sum of physics PV tracers

and the total change in PV (q− qadv). This difference is mostly accounted for by the non-

conservation of PV by the dynamical core (εI). In Fig. 3.1 there is a difference between

the position of the 2 PVU contour of the advection-only PV and the 2 PVU contour of

the diagnosed PV that is directly caused by the non-conservation of PV by the dynamical
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core. The movement of the 2 PVU contour agrees with Fig. 3.4 in which the zero point

of q − qadv is found at qadv>2 but the zero point of
∑
qphys is still close to 2 PVU. The

difference can be attributed to the systematic reduction of PV by the dynamical core.

Figure 3.5 shows the same diagnostic as Fig. 3.4 as a function of lead time for the

accumulated effects of parametrized physical processes and the total change in PV. The

difference between Fig. 3.5a and Fig. 3.5b can be attributed to the non-conservation of

PV by the dynamical core (εI). The sum of physics PV tracers shows a clear dipole at

a value of advection only PV tracer close to the 2 PVU tropopause; however this is not

present for the total change in PV which appears to have a faint dipole that drifts with

time. This suggests that the non-conservation of PV by the dynamical core acts to move

the 2 PVU tropopause position whereas the parametrized physical processes do not.

(a) (b)

Figure 3.5: The near-tropopause mass-weighted average PV in bins of 0.25 PVU of the

advection-only PV tracer against time (hours since forecast initialisation for the forecast

run for the IOP5 case study) for (a) the accumulated effects of parametrized physical

processes (
∑
qphys) and (b) the total change in PV (q − qadv).

3.3 Conclusions

A new diagnostic framework has been introduced to calculate the non-conservation of PV

by the dynamical core of a numerical model of the atmosphere when simulating a realistic

case study with a full suite of physics parametrizations. The non-conservation of PV by
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the dynamical core has been considered in the context of PV tracers based on the method

introduced by Davis et al. (1993). Whitehead et al. (2015) used tracers of PV to diagnose

inconsistencies between dynamical cores and tracer advection schemes but applied to

idealised simulations without any parametrization of physical processes. A “dynamics-

tracer inconsistency” diagnostic has been incorporated into the PV tracers method in

the MetUM and used to diagnose the non-conservation of PV by the dynamical core. It

has been shown that, for the IOP5 study, the non-conservation of PV by the dynamical

core has a comparable contribution to the PV budget to that of parametrized physical

processes.

Discrepancies between the PV diagnosed from the prognostic variables of a model and

the PV tracers have been previously noted. Davis et al. (1993) attributed the difference

to numerical errors in the explicit integration of PV. Stoelinga (1996) attributed the

difference to using a numerical model that does not conserve PV explicitly. Gray (2006)

and Chagnon et al. (2013) attributed the difference to the amplified effects of diffusion

across multiple tracers. In reality, all of these terms could be important and will have

differing importance for different numerical models. A framework that can account for

each of these effects separately has been introduced and the relative importance of these

terms for the PV tracers method applied to any numerical weather prediction model can

be quantified.

The residual in the PV budget is generally more than an order of magnitude smaller

than the dominant physical processes when the non-conservation of PV by the dynamical

core is accounted for. Currently the largest part of the residual in the PV budget comes

from the pressure solver. If the residual in the PV budget were larger then a method to

sensibly partition the PV increment from the pressure solver would need to be developed

for the PV tracers. A possible method to include the pressure solver would be to run two

timesteps of the model in parallel: one regular timestep and one adiabatic and frictionless

timestep. The latter would be used to calculate the dynamics PV increments in calculating

the dynamics-tracer inconsistency. This method is generic for any dynamical core and

would also be a closer match to the inconsistency defined by Whitehead et al. (2015).

It has not been implemented here because the dynamics-tracer inconsistency diagnosed

from the semi-Lagrangian dynamics only was sufficient to account for most of the residual

in the PV tracers.
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The simulations used in this thesis do not add any explicit diffusion to the PV tracers.

In the initial formulation of the PV tracers method, Davis et al. (1993) chose to add

diffusion to the PV increments at each timestep to mimic the effect of explicit thermal

diffusion on small-scale anomalies. The approach in this thesis is to use the PV tracers

to assess the behaviour of the numerical model itself.

It has been shown that numerical weather prediction models systematically smooth

the tropopause PV gradient with lead time (Gray et al., 2014). One suggestion put

forth by Gray et al. (2014) was that the smoothing of the PV gradient was due to an

underrepresentation of diabatic processes consistent with the development of a diabatic

PV dipole shown by Chagnon et al. (2013). However, the non-conservation of PV by

the dynamical core has been shown to have a strong effect on the tropopause and could

also explain the smoothing of the PV gradient. The results of Chagnon et al. (2013)

and Chagnon and Gray (2015) do implicitly include the non-conservation of PV by the

dynamical core because they look at differences between the diagnosed and advection-only

PV. However, by attributing PV to dynamics-tracer inconsistency, the uncertainty in the

PV budget has been reduced and therefore reduced the uncertainty in the individual PV

tracers, further validating the approach in Chagnon et al. (2013) of looking at the effects of

individual physical processes on the PV dipole with the caveat that the non-conservation

of PV by the dynamical core should also be considered.

By looking at the evolution of numerical solutions to idealised cases of frontogen-

esis past the point of frontal collapse, Visram et al. (2014) suggested that insufficient

Lagrangian conservation of PV can cause a degradation to the long-term solutions of

forecasts. The non-conservation of PV by the dynamical core would be a direct cause of

this. However, we refrain from describing the non-conservation of PV by the dynamical

core as “model error” because it is necessary to have some form of dissipation in numer-

ical models of the atmosphere and this dissipation may also be linked to unrepresented

small-scale physical processes. By diagnosing non-conservation of PV by the dynamical

core with the dynamics-tracer inconsistency diagnostic the Lagrangian conservation of

PV can be assessed with the possibility of differentiating between physical processes and

model error.
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Chapter 4

Processes Maintaining Tropopause

Sharpness

4.1 Introduction

A distinct feature of the extratropical atmosphere is the sharp contrast between the tro-

posphere and the stratosphere: the tropopause. The thermal tropopause is defined as the

height at which the vertical lapse rate transitions from tropospheric values to stratospheric

values. Composites of radiosonde data in height relative to the thermal tropopause show

a shallow static stability maximum above the tropopause known as the tropopause inver-

sion layer (TIL) (Birner et al., 2002) emphasising that the vertical transition in lapse rate

is sharp. The dynamical tropopause defines the boundary between the troposphere and

stratosphere as a value of Ertel potential vorticity (PV) between the tropospheric values

and stratospheric values. Since PV is conserved for adiabatic and frictionless motion (Er-

tel, 1942), the dynamical tropopause emphasises that the tropopause behaves almost like

a material surface with exchange of mass between the stratosphere and troposphere only

enabled by diabatic processes (including small-scale mixing).

Since both potential temperature (θ) and PV are conserved for adiabatic and fric-

tionless motion, the large-scale dynamics of the midlatitude atmosphere are compactly

described by maps of PV on isentropic (constant θ) surfaces (Hoskins et al., 1985) where

the tropopause is seen as a narrow region of strong isentropic gradients of PV separating

the high PV stratospheric air and the low PV tropospheric air. The strong isentropic PV

gradient at the tropopause, coinciding with the midlatitude jet, acts as a waveguide for

Rossby waves (Hoskins and Ambrizzi, 1993; Schwierz et al., 2004; Martius et al., 2010).

Rossby waves can be an important source of predictability in medium-range forecasting

(Grazzini and Vitart, 2015) and are crucial to accurately representing longer time-scale

processes (Palmer et al., 2008).
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The isentropic tropopause PV gradient decreases systematically with forecast lead

time in current numerical weather prediction (NWP) models (Gray et al., 2014). Rossby

wave propagation depends on to the isentropic PV gradient: a weaker tropopause PV

gradient both reduces jet speed and weakens the upstream propagation rate of Rossby-

waves. Harvey et al. (2016) showed that the two effects cancel at first order but at second

order the reduction in jet speed is greater, giving a net reduction in phase speed. They

estimated that the smoother isentropic PV gradients seen in NWP forecasts compared to

analyses would produce a phase error in Rossby waves of 400 km over 5 days.

The reduction of the tropopause PV gradient with forecast lead time indicates that

there is a net imbalance in the processes modifying the tropopause PV gradient. The

purpose of this chapter is to quantify the systematic effects of different processes con-

tributing to the tropopause PV gradient. The structure of this chapter is as follows. A

brief review of the key processes affecting the tropopause sharpness is given in section 4.2.

An objective definition of ridges and troughs used in compositing the forecasts is defined

in section 4.3. Section 4.4 describes the results. The key conclusions and discussion of

results are presented in section 4.5.

4.2 Processes Affecting Tropopause Sharpness

From previous studies, three key processes affecting tropopause sharpness have been iden-

tified: vortex stripping, radiative cooling and latent heating enhanced ascent (i.e. warm

conveyor-belts (WCBs)) have significant effects on the midlatitude tropopause. In this

study the relative contributions of these processes are quantified using daily forecasts over

a winter season.

Vortex stripping describes a process in which sharp gradients in vorticity are gen-

erated from an initially smooth vorticity distribution in two-dimensional fluids (Legras

and Dritschel, 1993). Using an isentropic single-layer quasi-geostrophic model, Ambaum

(1997) showed that the two-dimensional vortex stripping motion of baroclinic eddies is the

essential process for forming and maintaining a sharp tropopause PV gradient. Results

of three-dimensional simulations have shown that layerwise horizontal vortex stripping

in isentropic layers can also result in sharp vertical PV gradients (Haynes et al., 2001)

and a TIL (Son and Polvani, 2007; Wang and Geller, 2016). The general action of vortex
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stripping can be described as air being stirred on either side of the tropopause without

stirring across the tropopause which acts as a transport barrier. We can approximately

consider that the stirring results in a three-component fluid on an isentrope with high-PV

stratospheric air around the poles and low-PV tropospheric air equatorward, separated

by a region of intermediate PV: the tropopause. The regions of intermediate PV are

drawn away from the tropopause by the eddies on either side of the tropopause. The

intermediate PV is then stretched out into filaments. As the filaments stretch out they

are broken up by small-scale mixing and gradually dissipated. The result is that the PV

gradient at the tropopause has been enhanced by removing the intermediate PV air and

bringing high and low PV air closer together. At longer time scales small-scale mixing will

eventually dominate resulting in a uniform PV distribution; a key process for maintaining

the tropopause sharpness in idealized simulations is the inclusion of a thermal relaxation

towards a state with a smooth equator-to-pole PV gradient, as an idealized representa-

tion of other diabatic processes, which acts to maintain the contrast between the high-PV

stratospheric air and the low-PV tropospheric air. The result is a dynamical equilibrium

between thermal relaxation and vortex stripping (Ambaum, 1997; Haynes et al., 2001).

The effects of diabatic processes on the tropopause are more complicated than thermal

relaxation: Forster and Wirth (2000) showed that radiative cooling could directly enhance

the PV contrast across filaments of PV provided the vorticity was sufficiently large and

Randel et al. (2007) showed that radiative cooling provides a significant contribution to

the strength of the TIL. The dominant contribution to the direct effect of radiation on

the tropopause is long-wave cooling from water vapour (Forster and Wirth, 2000; Ferreira

et al., 2016): the moister troposphere cools more rapidly than the drier stratosphere

with the most efficient cooling just below the dry layer resulting in a gradient of diabatic

heating and positive PV tendencies across the humidity gradient. The presence of clouds

will modify the profile of radiation and, as a result, the PV tendencies. The addition of

clouds below the tropopause acts to focus the maxima in radiative cooling at the cloud top

(Cau et al., 2005), resulting in a sharper gradient in diabatic heating rate and a stronger

and more localised dipole of PV tendencies, positive above the cloud and negative below.

Latent heating in WCBs has been shown to affect the tropopause. WCBs are air

streams associated with extratropical cyclones which transport air upwards and polewards

(Harrold, 1973). A WCB airstream can be identified as a coherent ensemble of trajectories
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ascending 600 hPa in 48 hours following Wernli and Davies (1997). WCBs transport

moist low-PV air from the boundary layer to the upper troposphere (Wernli and Davies,

1997) and the outflow can have large impacts on the tropopause and subsequent Rossby

wave propagation (Riemer and Jones, 2010; Grams et al., 2011). Latent heating has a

large effect on WCB evolution: air parcels typically experience a net heating of ≈20 K

(Madonna et al., 2014) mainly associated with condensation at low levels and depositional

growth of snow at upper levels (Joos and Wernli, 2012). Schemm et al. (2013) showed

that a dry simulation produced a weaker WCB and as a result slower development of

a downstream cyclone when compared with a moist simulation. In terms of PV, air

parcels experience positive PV tendencies below the maximum in latent heating rates

and negative PV tendencies above. WCB climatologies have found the net change in PV

between the inflow and outflow of WCB trajectories to be close to zero (Madonna et al.,

2014). Methven (2015) used a Kelvin’s circulation argument to outline the conditions

under which the PV of the inflow is expected to match that of the outflow.

Chagnon et al. (2013) showed that the combined effect of long-wave radiation and

WCBs gave a dipole of diabatically-generated PV that enhanced the tropopause PV

gradient. Chagnon et al. (2013) also argued that the transport of moisture by the WCB

would enhance the effects of long-wave radiation. Kunkel et al. (2016) showed similar

results for the TIL: long-wave radiation strengthened the TIL and transport of moisture

to the tropopause results in a more rapid formation of the TIL. However, these results

are limited to case studies (Chagnon et al., 2013; Chagnon and Gray, 2015) and idealised

simulations (Kunkel et al., 2016). This study instead quantifies the systematic effects of

physical processes on the tropopause over a season of forecasts with an NWP model.

4.3 Objective Definition of Ridges and Troughs

The results in this study are tropopause-relative composites produced over ridges and

troughs separately. The expectation is that there will be significant differences in the

behaviour of physical processes in ridges and troughs. For example, we might expect

stronger effects of radiation in troughs due to a lower tropopause meaning more moist

and cloudy air below the tropopause (e.g. Cavallo and Hakim (2009)), whereas we might

associate ridges more with the strongly ascending WCB outflows. There are also differ-

ences in the structure of ridges and troughs purely due to the balanced dynamics (Wirth,
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2001). In this section a new diagnostic approach for dividing regions into ridges and

troughs is described.

The diagnostic extends Gray et al. (2014) where the position of the tropopause is

compared with an “equivalent latitude” (to be defined below). Gray et al. (2014) identify

the location of the tropopause with a single contour of PV on 320 K: anywhere the contour

is poleward of its equivalent latitude is a ridge and anywhere the contour is equatorward

is a trough. Hoskins and Berrisford (1988) introduced maps of θ on the tropopause as a

useful overview of multiple isentropic PV maps, where a value of 2 PVU is typically used

to define the tropopause. An isopleth of PV on a θ surface is the same as an isopleth of θ

on a PV surface; therefore, a map of θ on the 2-PVU surface is equivalent to identifying

the 2-PVU tropopause on every isentrope that intersects it. An exception is that the

2-PVU surface can fold so that the 2-PVU surface can be crossed multiple times on a

vertical profile above some geographical locations. At any geographical location where the

PV surface is folded, the highest value of θ is taken. Ridges and troughs are then defined

as anomalies of θ on the 2-PVU surface relative to a zonally symmetric background state:

θ′ = θ(λ, φ, q=2)− θb(φ, q=2), (4.1)

where θ(λ, φ, q=2) is the forecast θ as a function of longitude (λ) and latitude (φ) on

the 2-PVU surface (q=2) and θb(φ, q=2) is a zonally symmetric background state. A

gridpoint is defined as being in a ridge or trough by a positive or negative value of θ′

respectively.

The background state used here is defined by adiabatic rearrangement of PV to a

zonally symmetric state (Methven and Berrisford, 2015): for each PV contour on each

isentropic surface an equivalent latitude (φe) is defined as the latitude circle that encloses

the same mass and circulation as the PV contour in the full (3D) state. The method of

Methven and Berrisford (2015) calculates a set of equivalent latitudes as a function of

PV value on isentropic surfaces φe(θ, q) at six-hourly intervals from ERA-Interim data

(Dee et al., 2011). Figure 4.1a shows the range of φe(θ, q=2) for the three-month forecast

period with the first timestep of each month overplotted to highlight the instantaneous

structure.

In the midlatitudes, the equivalent latitude of the 2-PVU surface decreases monoton-

ically going to higher θ surfaces (Fig. 4.1a). In this region a poleward displacement of the

2-PVU surface can be unambiguously associated with a positive θ anomaly (negative for
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Figure 4.1: The background state on the 2-PVU surface used to diagnose ridges and

troughs for the three-month forecast period. (a) φe(θ, q=2), gray shows the range of

values with highlighted lines showing the first timestep of each month. (b) The evolution

of θb(φ, q=2). (c) θ(λ, φ, q=2) for the first forecast at 24-hours lead time. (d) θ′ from

Eq. 4.1: anomaly of (c) relative to the background state with θ′=0 highlighted by the

bold line. The white regions in (c) and (d) show the mask on θ(λ, φ, q=2)>340 K.

an equatorward displacement). The exception is at the 340−350 K range corresponding

to the subtropical jet: at the subtropical jet, the background state 2-PVU surface can

be folded so that θb(φ, q=2) is multivalued. Chagnon and Gray (2015) noted that the

dipole of diabatically-generated PV across the 2-PVU surface was not robust in subtrop-

ical regions which is consistent with the tropopause equatorward of the subtropical jet

not being well defined as a constant PV surface (Wilcox et al., 2012); therefore, regions

where the forecast θ(λ, φ, q=2) is greater than 340 K are excluded from the diagnostics

calculated here. The background state θb(φ, q=2, t) is then calculated by finding the θ

that satisfies φe(θ, q=2) = φ by linear interpolation. In the case of multiple θ values, the
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value of θ less than 340 K is taken. Figure 4.1b shows θb(φ, q=2, t). Note that there is no

time averaging but that θb(φ, q=2, t) is inherently slowly varying.

Figure 4.1c shows θ(λ, φ, q=2) from the first forecast at 24-hours lead time and

Fig. 4.1d shows the anomaly relative to the background state. Ridges and troughs are

defined by the sign of the anomaly in Fig. 4.1d (positive and negative respectively). The

advantage of this diagnostic is that it has allowed identification of ridges and troughs on a

limited area domain even if it is much smaller than the scale of Rossby wave activity. The

white regions in Fig. 4.1c and d show the mask applied at θ>340 K to ignore subtropical

air masses. There are occasionally regions of negative or near zero PV in the stratosphere

associated with gravity-wave breaking that cause the tropopause to be diagnosed too

high; the mask on θ>340 K is also useful for excluding these points.

4.4 Results

In this section the results from the winter-season forecasts are presented. Composites of

PV and PV tracer diagnostics relative to the tropopause are presented in section 4.4.1.

In section 4.4.2 the tropopause-relative composites are used to quantify the evolution

of tropopause sharpness with lead time and the contributions of different processes to

tropopause sharpness. In the following sections the results from the first two sections

are explained in terms of different processes: chaotic advection by the model winds (sec-

tion 4.4.3), dynamics-tracer inconsistency (section 4.4.4) and parametrized physical pro-

cesses (section 4.4.5).

4.4.1 Tropopause-Relative Composites

The novel method that led to the discovery of the TIL by Birner et al. (2002) was com-

positing radiosonde profiles relative to the diagnosed thermal tropopause. The composites

in this study are produced in a coordinate relative to the dynamical tropopause, defined

as the 2-PVU surface,

z̃ = z − z(q=2). (4.2)

The approach is similar to Cavallo and Hakim (2009) who used a coordinate of pressure

relative to the tropopause to composite PV tendencies in tropopause polar vortices. The

composites are produced using the following method:
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1. For each forecast, at each lead time

(a) Calculate the height of the 2-PVU surface using linear interpolation from PV

on model levels. For any columns with multiple heights for the 2-PVU surface

(i.e. folded tropopause), the highest position is taken.

(b) Linearly interpolate each variable to height levels relative to the dynamical

tropopause (z̃). The levels are taken every 0.2 km up to ±2 km from the

tropopause. Note that this resolution is sharper than the vertical model grid

spacing which decreases from 400 m at 6 km to 600 m at 12.5 km.

(c) Calculate the area-weighted mean of each variable on each tropopause-relative

level over areas diagnosed as ridges and troughs separately.

2. Calculate the mean and standard error of each diagnostic over the set of forecasts.

The compositing method above is then repeated taking z̃ relative to the 2-PVU surface

of the advection-only PV tracer (qadv=2) rather than q=2 in Eq. 4.2. Repeating the

composites relative to each surface (q=2 and qadv=2) allows us to systematically quantify

how much non-conservative processes act on either side of the tropopause (the composites

are the same) or directly influence stratosphere-troposphere exchange by separating the

two surfaces (the composites are different). This can be seen if we consider some non-

conservative process producing negative PV tendencies initially above the tropopause. In

this case, initially stratospheric air (q>2) can become tropospheric (q<2) such that the

diagnosed position of the q=2 surface has moved above the negative PV tendencies but

the position of the qadv=2 surface is unchanged. The opposite can occur for positive PV

tendencies initially below the tropopause with the position of the q=2 surface moving

below the positive PV tendencies. Over many of these situations we would diagnose

positive PV tendencies systematically above the q=2 surface but below the qadv=2 surface

and negative PV tendencies systematically below the q=2 surface but above the qadv=2

surface. Therefore, a composite over many cases would diagnose dipoles across the q=2

and qadv=2 surfaces of opposite sign; however, since the q=2 surface has moved this does

not necessarily imply any change in the diagnosed PV gradient across the q=2 surface,

only that mass is being exchanged between the troposphere and stratosphere. This would

not be the case for positive PV tendencies above the tropopause or negative PV tendencies

below the tropopause because they would not directly move the q=2 surface, and therefore
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have a direct effect on the PV gradient. This is also true of PV tendencies occurring near

the tropopause that are too weak to directly move the q=2 surface. In these cases, the

composites relative to q=2 and qadv=2 would be the same and imply a direct effect on

the tropopause PV gradient.

Figure 4.2 shows the tropopause-relative composites over ridges (a,b,c) and troughs

(d,e,f) at 24-hours lead time. Figure 4.2a and d show PV and qadv as the difference between

the 24-hour forecasts and the verifying analyses for each forecast. The profile of PV in

Fig. 4.2 is thus the systematic forecast error. There is a systematic decrease in PV above

the 2-PVU surface relative to analyses, but comparatively little change in the troposphere

(the error is zero at the tropopause because q=2 by definition). The systematic errors in

PV can be contrasted with qadv which reduces above the tropopause and increases below

the tropopause relative to the analyses (Fig. 4.2a and d). The difference between PV

and qadv is the “net effect of non-conservative processes” (q − qadv) which was shown to

enhance the tropopause PV gradient by Chagnon et al. (2013). The tendency of q − qadv
is systematically positive in the stratosphere and negative in the troposphere (Fig. 4.2b

and e) consistent with the case studies from Chagnon et al. (2013) and Chagnon and

Gray (2015). The effects of non-conservative processes are also of similar magnitude to

the systematic forecast errors.

The PV tracers partition q − qadv (Chapter 3) into parametrized physical processes

(
∑
qphys), dynamics-tracer inconsistency (εI) and a residual (εr). Figure 4.2b and e show

that the residual is small with approximately zero systematic effect allowing us to focus on

the remaining terms. The combined effect of parametrized physical processes (
∑
qphys)

is to produce a dipole in PV tendencies with positive PV tendencies in the stratosphere

and negative PV tendencies in the troposphere and approximately zero net change at

the 2-PVU surface, consistent with the findings of Chagnon et al. (2013) and Chagnon

and Gray (2015) from individual case studies. The dipole is similar when composited

relative to qadv=2, albeit weaker, showing that the parametrized physical processes are

acting to directly enhance the tropopause PV gradient rather than change the height of

the tropopause. The partitioning of
∑
qphys into individual physical processes (Fig 4.2c

and f) is discussed in section 4.4.5.

The dynamics-tracer inconsistency (εI) shows net negative tendencies at tropopause

level in ridges and troughs (Fig. 4.2b and e) although there are positive PV tendencies
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Figure 4.2: PV as a function of vertical distance from the 2-PVU surface in ridges (a, b

and c) and troughs (d, e, and f). Lines show the mean and error bars show the standard

error on the mean for the 92 winter-season forecasts at 24-hours lead time. (a) and (d)

show the forecast minus analysis values for PV (q) and the advection-only PV tracer (qadv).

(b) and (e) show the difference (q−qadv) and the contributing processes: parametrized

physical processes (
∑
qphys), dynamics-tracer inconsistency (εI) and a residual (εr). The

faint lines show composites relative to the advection-only PV tracer (qadv=2) for εI and∑
qphys. (e) and (f) show the contributions to

∑
qphys from the individual physics tracers:

short-wave radiation (qsw), long-wave radiation (qlw), microphysics (qmic), gravity-wave

drag (qgwd), convection (qcon) and turbulent mixing (qtm).

around 1 km above the tropopause which are more pronounced in ridges than in troughs.

The negative peak is slightly below q=2, but above qadv=2, which indicates that, unlike

the parametrized physical processes, the main effect of εI is to directly separate the

two surfaces (qadv=2 and q=2). This does not explain why εI is most negative at the

tropopause which is discussed in section 4.4.4.
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4.4.2 Tropopause PV Contrast

To quantify the effects of different physical processes on the reduction in isentropic PV

gradient seen in Gray et al. (2014) we can calculate the vertical tropopause PV contrast

of the variables in Fig. 4.2 over a fixed distance. From the tropopause relative means,

the tropopause PV contrast for each variable is calculated as the difference between the

average of points 1 km above and below the tropopause. As with the previous composites,

the mean and standard error are then calculated over the 92 forecasts. By calculating the

vertical tropopause PV contrast, the difference in PV between tropospheric and strato-

spheric air near the tropopause is quantified. This will be equivalent to quantifying the

isentropic PV contrast over a larger horizontal distance; however, the varying slope of the

tropopause is a limiting factor in this comparison. Strong isentropic PV gradients often

occur where the tropopause is almost vertical (e.g. Davies and Rossa (1998)) and will not

be well quantified by this method.

Figure 4.3 shows the tropopause PV contrast as a function of lead time for each of the

variables in Fig. 4.2. There is a reduction in PV contrast with lead time (Fig. 4.3a and

d) consistent with the reduction in isentropic PV gradient found by Gray et al. (2014).

The reduction in PV contrast is stronger in ridges than in troughs.

The contrast in qadv decreases more rapidly than for PV because it is not being

maintained by diabatic processes: the parametrized physical processes produce a net

increase in the tropopause PV contrast with lead time in ridges and troughs (Fig. 4.3b

and e). The contribution of individual physical processes (Fig 4.3c and f) is discussed

in section 4.4.5. The diagnosed contribution of εI to the tropopause PV contrast is less

clear, showing an increased contrast relative to q=2 and a reduced contrast relative to

qadv=2. This is because, as stated in the previous section, εI is acting to directly separate

the two surfaces.

4.4.3 Tracer Advection

The evolution of qadv is a result of advection by the resolved winds of the model using

the semi-Lagrangian scheme of the MetUM. Conservative tracer advection results in a

continuous cascade of features to smaller scales. Horizontal and vertical length scales in

tracers decrease exponentially at the same rate (Haynes and Anglade, 1997) giving an
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Figure 4.3: The same variables as in Fig. 4.2, but showing the tropopause PV contrast

as a function of lead time calculated as the difference between points up to 1 km above

and 1 km below 2-PVU. PV and the advection-only PV tracer are shown as absolute

values rather than forecast minus analysis.

exponential increase in tracer gradients. The difference here is that implicit numerical

diffusion takes over as length scales approach the grid-scale and the PV contrast is cal-

culated over a fixed length scale. Diffusive processes act most rapidly at small scales and

slowly at large scales. The contrast in qadv decreases as features cascade to smaller scales

where diffusion reduces the extrema.

The decrease of the contrast in qadv is the opposite to that expected from vortex

stripping (see section 4.2). The reason for this different behaviour is that there is a

dynamical equilibrium between sharpening by intermittent stripping events and a contin-

uous smoothing of the tropopause. A model with consistent initial conditions would be

initialised in the dynamic equilibrium state of the model climate and the net effects of

processes sharpening and smoothing the tropopause would cancel out over many forecasts,

giving a constant PV gradient as a function of lead time. In the idealised simulations of

Ambaum (1997) and Haynes et al. (2001) the diabatic processes contribute to a smoothing

of the tropopause and so an advection-only PV tracer initialised in the dynamic equilib-

rium state would show a net sharpening of the tropopause on short timescales. In our
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simulations diabatic processes directly sharpen the tropopause so the net effect of the

advection scheme must be to smooth the tropopause. Also, the forecasts start from an

analysis in which gradients are sharper than can be maintained by the free-running model.

The net result of the tracer advection is that the contrast of qadv as a function of lead

time (T ) exponentially decays from an initial contrast ∆qadv(0), to a reduced contrast,

∆qadv(∞),

∆qadv(T ) = ∆qadv(∞) + [∆qadv(0)−∆qadv(∞)]e−
T
τ , (4.3)

where τ is the decay timescale. Although the term ∆qadv(∞) is obtained by fitting Eq. 4.3

to the forecast data, it cannot be a long-time limit for a passive tracer because a tracer

will eventually become well mixed as diffusive effects dominate.

The parameters in Eq. 4.3 have been calculated by fitting Eq. 4.3 to the evolution of

∆qadv(T ) using scipy.optimize.curve fit (Jones et al., 2017). Figure 4.4 shows an example

of this fit for ∆qadv(T ) in ridges. The solid black line is the same as the dashed line in

Fig. 4.3a and the grey line shows ∆qadv calculated from composites relative to qadv=2

rather than relative to q=2. The evolution of ∆qadv relative to qadv=2 is shown because

the evolution can only be a result of the tracer advection scheme, even in the presence of

non-conservative processes. The circles in Fig 4.4a show the fit of Eq. 4.3. Note that the

first data point has been excluded from the fit leaving ∆qadv(0) as a derived parameter.

This was done because the first six-hours deviates slightly from an exponential decay. This

can be seen from the fitted points: in the first six-hours ∆qadv decreases more rapidly

relative to q=2 and slightly less rapidly relative to qadv=2 compared to what would be

predicted from the following exponential decay. The estimate of ∆qadv(0) is not very

sensitive to ignoring the first data point; however, the derived timescale is sensitive to

overfitting to the first data point giving an overestimation of the timescale relative to q=2

and an underestimation of the timescale relative to qadv=2.

The fit of Eq. 4.3 is repeated for multiple vertical length scales by calculating ∆qadv

only from points up to ±z̃: Fig. 4.4b shows the derived timescale. The timescale appears

to be constant at small vertical scales because we approach the vertical level spacing of

the model which reduces from 400 m at 6 km to 600 m at 12.5 km altitude. Approaching

the scale of the vertical resolution, the timescale increases in ridges and decreases at in

troughs. It is unclear why the timescale in ridges and troughs should have the opposite

behaviour as a function of vertical scale; however, the timescale does approach a similar
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Figure 4.4: Fitting of Eq. 4.3 to the decay of ∆qadv in the winter-season forecasts. (a)

∆qadv in ridges (circles show fit). (b) The derived timescale from Eq. 4.3 for varying

vertical scales. The key in (b) applies to both plots.

value of 20−24 hours in ridges and troughs.

4.4.4 Dynamics-tracer Inconsistency

The dynamics-tracer inconsistency quantifies the difference between non-conservation of

PV resulting from the dynamical core and non-conservation associated with the tracer

advection scheme. Saffin et al. (2016) showed that local tendencies of dynamics-tracer

inconsistency were dominated by non-conservation of PV by the dynamical core; however,

this result does not necessarily generalize to the integrated tendencies over many forecasts

so it is important to diagnose the underlying processes.

Figure 4.5 shows the tropopause-relative mean of the dynamics-tracer inconsistency as

a function of lead time. The top panels show composites relative to q=2 and the bottom

panels show composites relative to qadv=2. There is a dipole of positive and negative ten-

dencies centered slightly above q=2 suggesting a raising and sharpening of the tropopause.

However, the peak in negative tendencies is shifted upwards when composited relative to

qadv=2, as well as net positive tendencies appearing below qadv=2 in ridges, as a result

of the two surfaces (qadv=2 and q=2) being separated by dynamics-tracer inconsistency

rather than directly affecting the tropopause PV gradient (see section 4.4.1). The pos-
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itive tendencies have saturated at short lead times which may explain the discrepancy

in behaviour of ∆qadv over the first 6 hours in Fig. 4.4. This rapid saturation can also

be seen for the diagnosed effect of dynamics-tracer inconsistency on the PV contrast in

ridges (Fig. 4.3b).
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Figure 4.5: Dynamics-tracer inconsistency as a function of forecast lead time in ridges (a

and c) and troughs (b and d). Values shown are the mean from the 3-months of forecasts

when composited relative to the 2-PVU surface of PV (a and b) and the 2-PVU surface

of the advection-only PV tracer (c and d)

At longer lead times the dynamics-tracer inconsistency becomes increasingly negative

which is more pronounced in troughs. A possible explanation for the net negative ten-

dencies of the dynamics-tracer inconsistency is that it results from dissipation as part of

the vortex stripping process: as filaments of PV are drawn away from the tropopause the

dynamical-core dissipates the PV filament faster than tracer advection giving negative

tendencies in the filament. Negative PV tendencies are consistent with a downwards dia-
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batic transport of mass by dilution of PV substance (Haynes and McIntyre, 1987). This is

consistent with the isentropic map of εI shown in Saffin et al. (2016) (their Fig. 2c) where

net negative tendencies are seen in the troughs where q=2 is displaced from qadv=2.

4.4.5 Parametrized Physical Processes

The combined effect of parametrized physical processes is to produce a dipole in PV

tendencies with positive PV tendencies in the stratosphere and negative PV tendencies

in the troposphere and zero net change at the 2-PVU surface (Fig. 4.2b and e), but

this dipole is much weaker in ridges than troughs. These processes are now considered

separately.

The largest contribution to the PV tendencies comes from the long-wave radiation

which produces net positive PV tendencies at the tropopause and is about twice as strong

in troughs as in ridges (Fig. 4.2c and f). Since the long-wave radiation is dependent on

the humidity contrast and the absolute vorticity (Forster and Wirth, 2000), the stronger

magnitude in troughs would be expected. Figure 4.6 shows variables from the analyses

as a function of distance from the 2-PVU tropopause in ridges and troughs. Both the

contrast in specific humidity (Fig. 4.6a) and the magnitude of the vertical component

of the absolute vorticity (Fig. 4.6b) are approximately twice as strong in troughs as in

ridges.

The contrast of the long-wave radiation PV tracer across the tropopause is also much

stronger in troughs than ridges (Fig. 4.3c and f) which is due to the net PV tendencies

being more symmetric across the tropopause in ridges than in troughs (Fig. 4.2c and

f). The asymmetry of the net PV tendencies in troughs is likely due to the increased

amount of clouds in troughs compared to ridges (Fig. 4.6c and d). As described in

section 4.2, cloud-top cooling results in a sharp spike in diabatic cooling and, as a result,

a dipole of PV tendencies. When composited over many clouds with varying distance from

the tropopause this will show an enhanced gradient. Cavallo and Hakim (2009) showed

that cloud-top cooling was a key process for intensifying tropopause polar vortices. The

composites of PV tendencies relative to tropopause polar vortices from Cavallo and Hakim

(2009) (their Fig. 9) show similar tendencies to those seen for our composite over troughs

(Fig. 4.2) with net positive tendencies across the tropopause and negative tendencies

further below the tropopause.
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Figure 4.6: The mean of variables as a function of distance from the 2-PVU tropopause

in ridges and troughs from Met Office analyses at 00 UTC over the three-month winter-

season forecast period. (a) Specific humidity, (b) vertical component of absolute vorticity,

(c) mass fraction of cloud liquid and (d) mass fraction of cloud ice.

Short-wave radiation produces negative PV tendencies above the tropopause (Fig. 4.2c

and f) which act to reduce the PV gradient with a clear diurnal cycle visible (Fig. 4.3c and

f) since the forecasts use a limited area domain. In both ridges and troughs, short-wave

radiation reduces the PV gradient during the daytime by producing negative tendencies in

PV above the tropopause. Negative PV tendencies indicate a negative heating gradient in

the lower stratosphere which is most likely due to the variation in water vapour. Radiative

heating due to ozone might be expected to have a large effect as positive PV tendencies

below a heating maxima. Strongly positive values of the short-wave radiation PV tracer

are seen at higher altitudes, but too far from the tropopause to affect the composites in
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Figs. 4.2 and 4.3.

The microphysics PV tracer shows a net negative PV accumulation below the

tropopause in both ridges and troughs (Fig. 4.3c and f), consistent with the negative

PV tendencies from ascent above the maxima in latent heating. The association of the

turbulent-mixing PV tracer to vertical transport is less clear. Chagnon et al. (2013) as-

sociated negative values of the turbulent-mixing PV tracer with transport of tracer from

the boundary-layer by a WCB. Ventilation of the boundary layer is dominated by WCBs

(Sinclair et al., 2008) so we might expect to see a signature of WCB transport to the

tropopause in the turbulent-mixing PV tracer; however, we see an effect at short lead

times, so it is important to distinguish between the effects of parametrized mixing at the

tropopause-levels and long-range transport from the boundary-layer.

The diagnosed impact of processes related to WCBs depends on the length of the

forecast. Figure. 4.7a and b show the tropopause relative mean of the microphysics PV

tracer as a function of lead time. The microphysics PV tracer shows net negative values

in both ridges and troughs at short lead times because air is sampled in the region of

negative PV tendencies above the latent heating maxima. At longer lead times ridges and

troughs show quite different behaviour: in ridges the values of the microphysics PV tracer

are consistently negative whereas in troughs the negative values of the microphysics PV

tracer are gradually replaced with positive values. This is because the outflow of WCBs,

where the net change in PV will be negative or zero, is typically associated with ridges

whereas in troughs, where the tropopause is lower, we will be compositing over air masses

that are still ascending or have been affected by latent heating that is not associated with

WCBs.

The turbulent mixing parametrization is having a systematic effect on the tropopause

within the first six hours in both ridges and troughs which is unlikely to be from WCBs

(Fig. 4.7c and d). The strongest negative tendencies are just below tropopause level and

near zero further below indicating that they are not being advected from lower levels.

There is a small hint of negative tendencies increasing from lower levels with lead time,

but the dominant process is turbulent mixing at tropopause levels.

Convection has almost zero effect in ridges but shows net negative tendencies in

troughs. This makes sense since the tropopause is lower in troughs and so we expect

stronger convective transport in troughs. The reverse is true for gravity-wave drag with
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Figure 4.7: Microphysics (a and b) and turbulent mixing (c and d) PV tracers as a

function of forecast lead time in ridges (a and c) and troughs (b and d). Values shown

are the mean from the three-months of forecasts relative to the 2-PVU surface.

roughly net zero effect in troughs (Fig 4.2f) and a net positive in ridges (Fig 4.2c); how-

ever, this net positive is small and could be an artifact of large negative tendencies from

gravity-wave drag causing the tropopause to be diagnosed too high which is then masked

out in the composites (section 4.3).

4.5 Conclusions

Gray et al. (2014) showed that the tropopause PV gradient reduces with forecast lead

time in NWP models; however, the source of model error remained unclear. In this study

the systematic effects of individual model processes in maintaining the sharpness of the

extratropical tropopause have been quantified by integrating PV tracers over a set of 92

97



Chapter 4: Processes Maintaining Tropopause Sharpness

forecasts with the MetUM. Since PV is conserved for adiabatic and frictionless flow (Ertel,

1942), PV tracers can accumulate tendencies of PV from individual model processes

following the resolved flow. This can be advantageous when compared to calculating

Eulerian initial tendencies (Klinker and Sardeshmukh, 1992; Rodwell and Palmer, 2007)

by avoiding large cancellations in tendencies due to advection as will be the case near the

tropopause. This study demonstrates that PV tracers can be a useful alternative to the

initial tendencies method for quantifying the systematic behaviour of individual model

processes.

Composites of PV tracers have been produced relative to the 2-PVU tropopause sep-

arately for ridges and troughs, diagnosed as anomalies of θ on the 2-PVU tropopause.

Rossby waves are associated with meridional displacements of PV contours on isentropic

surfaces which can be associated with an anomaly of θ on the 2-PVU tropopause.

The key results from this study are

1. The vertical PV contrast across the tropopause reduces relative to analyses with

forecast lead time consistent with a smoothing of the isentropic PV gradient (Gray

et al., 2014).

2. On the timescales of the forecasts, the advection scheme of the model gives an

exponential decay of the tropopause PV contrast to a finite value with a timescale

of 20-24 hours.

3. A key component of the PV budget is the dynamics-tracer inconsistency which

quantifies the difference between the evolution of PV in the dynamical core and the

evolution of PV through tracer advection (Saffin et al., 2016).

(a) The locations of the maxima in dynamics-tracer inconsistency are different

when composited relative to the 2-PVU surface of the advection-only PV tracer

rather than PV indicating that dynamics-tracer inconsistency is having a direct

effect on mass transport across the tropopause causing the q=2 and qadv=2

surfaces to separate.

(b) The dynamics-tracer inconsistency shows net negative tendencies near the

tropopause level indicating a net transfer of mass from the stratosphere to the

troposphere. This is consistent with numerical mixing removing small-scale

98



Chapter 4: Processes Maintaining Tropopause Sharpness

stratospheric filaments and could be related to vortex stripping (Ambaum,

1997).

4. Parametrized physical processes act to sharpen the tropopause by producing a

dipole in PV tendencies across the tropopause with near zero net tendency at the

tropopause, consistent with the results of Chagnon et al. (2013) and Chagnon and

Gray (2015) from individual case studies.

(a) Radiative cooling produces net positive tendencies across and above the

tropopause due to the gradient of water vapour across the tropopause. The

stronger water vapour gradient and absolute vorticity in troughs compared to

ridges results in a stronger net positive PV tendency. The positive PV tenden-

cies due to radiative cooling have a stronger gradient across the tropopause in

troughs than in ridges which can be explained by the increased frequency of

clouds acting to sharpen the vertical cooling gradient (Cau et al., 2005).

(b) The microphysics PV tracer accumulates negative PV below the tropopause

at short lead times associated with latent heating in WCBs.

(c) The turbulent-mixing PV tracer accumulates negative PV at the tropopause

and positive PV above the tropopause. At short lead times the majority of

the turbulent mixing PV tracer seen at tropopause levels accumulates locally

rather than by the long-range transport from the boundary layer seen at longer

timescales.

The open question now is what changes should be made to NWP models to improve

the representation of the tropopause PV gradient? The work in this paper provides a

framework for testing such changes. Here, a limited area domain has been used to give a

resolution comparable to current global models at a lower computational cost; however,

the inflow of air from the lateral boundaries results in an uncertainty in the behaviour of

the tropopause as the PV tracers can not trace air prior to inflow. The recommendation

for repeating this analysis to investigate model changes would be to use a global model

but fewer forecasts.

An obvious first step would be to investigate changing model resolution. Gray et al.

(2014) showed a reduction of PV gradient in day 10 of the ECMWF forecasts associated

with a reduction in the horizontal resolution of the model. In this study a less dramatic
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reduction in tropopause sharpness than Gray et al. (2014) is seen which is most likely

because we have a higher resolution limited area domain (0.11◦ here compared to a range

between 0.28− 1.4◦ for the forecasts analysed by Gray et al. (2014)). It would be useful

to know if the model is accurately representing poorly resolved mixing processes. Varying

the resolution of the forecasts should help identify errors arising from non-conservation

of PV by the dynamical core and parametrized turbulence, both of which have been to

shown to be important processes at tropopause levels.

The magnitude of the systematic forecast error has been shown to be comparable to

the tendencies due to the parametrized physical processes so it is plausible that realistic

modifications to the model parametrization schemes could significantly reduce the error

rather than more difficult measures such as increasing resolution or redesigning the dy-

namical core. It would be expected that modifying the microphysics and/or convection

schemes to enhance the latent heating driven ascent in WCBs would have a large impact

on the tropopause. It is useful to consider how changes to WCBs would affect the PV trac-

ers. The simplest effect would be to directly enhance the negative PV tendencies below

the tropopause at short lead times. Increased transport of moisture and cloud formation

at tropopause levels would also modify the response of radiative tendencies. We did not

find any significant errors in forecast of water vapour or clouds near the tropopause when

compared with analyses (not shown) which suggests the WCB transport in the forecasts is

adequate; however, this raises the question of how much we trust the analyses. ECMWF

analyses have been shown to have a moist bias in the lower stratosphere (Dyroff et al.,

2015) and the ERA-Interim reanalyses have been shown to have insufficient cloud and

a low cloud-top bias in WCBs (Hawcroft et al., 2016). It is possible that an initial bias

in the analyses is maintained through the forecasts leading to an underestimation of the

effects of WCBs and long-wave radiation on the tropopause.

It is useful to associate systematic differences between forecasts and analyses with

observations which is difficult for PV. The strength of the TIL (Birner et al., 2002) is

a useful measure of tropopause sharpness that can be obtained from observations. It

is notable that studies on the processes affecting the TIL find similar results to studies

on the processes affecting the tropopause PV gradient (e.g. Chagnon et al. (2013) and

Kunkel et al. (2016)). Since static stability is proportional to the vertical gradient in

θ, we would expect a region of enhanced static stability above the tropopause to be
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associated with a positive PV anomaly and a stronger PV gradient. Pilch Kedzierski

et al. (2016) showed that, without data assimilation, the TIL region in the ECMWF

NWP model tends towards a weaker static stability which is probably associated with

the decline in PV gradient shown by Gray et al. (2014); however, further work is needed

to associate these two features. The recent North Atlantic Waveguide and Downstream

Impact Experiment (NAWDEX) field campaign also provides an opportunity to compare

observations and analyses of tropopause structure.
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Chapter 5

Potential Vorticity Structure Near Lower

Tropospheric Air Mass Boundaries

5.1 Introduction

Baroclinic instability can be described as the interaction between an upper-level Rossby

wave on the tropopause and a low-level Rossby wave dominated by its θ signature near

the lower boundary (Bretherton, 1966a). Surface friction acts to reduce baroclinic growth

rates (Valdes and Hoskins, 1988). In terms of PV, friction can have large effects on the

atmosphere through net sources and sinks of mass-weighted PV within the boundary layer

(Haynes and McIntyre, 1987; Cooper et al., 1992). Surface friction has been shown to

result in positive PV anomalies in cyclones (Stoelinga, 1996) which reduce the cyclone

growth rate by reducing coupling between upper and lower-level Rossby waves due to an

increase in static stability (Adamson et al., 2006). This “baroclinic mechanism” requires

the contribution of Ekman pumping to shape the positive PV anomaly into one associated

with static stability (Boutle et al., 2015).

It is unclear whether boundary-layer parametrizations correctly represent the baro-

clinic mechanism or are simply tuned to produce the correct effect on cyclones through

compensating errors (Boutle et al., 2015). Parametrizations of boundary-layer turbulence

are complex (e.g. Lock et al. (2000); see section 2.1.2.4) and require diagnosing different

boundary-layer regimes to decide which type of semi-empirical turbulent-mixing profile

to apply. Boundary-layer types, similar to those parametrized, can be determined from

observations (Harvey et al., 2013). The challenge for boundary-layer parametrizations is

to reproduce the correct boundary-layer regimes, as determined from observations, while

also producing the correct PV tendencies for affecting cyclone growth rates. In this chap-

ter, the systematic PV tendencies affecting the boundary layer are quantified and methods

for separating different regimes are explored.
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The structure of this chapter is as follows. In section 5.2 ground-relative composites

of PV tracers from the winter-season forecasts are presented to give an overview of the

systematic effects of physical processes in the atmosphere. In section 5.3 a closer look

is taken at surface processes by compositing relative to the top of the boundary layer.

Section 5.4 explores using front-relative composites motivated by a change in behaviour

of the PV tracers between the cold and warm sectors identified in section 5.3. The

conclusions from this chapter are summarised in section 5.5.

5.2 Ground-relative Composites

Figure 5.1 shows the mean of the PV tracers as a function of height from the winter-season

forecasts. The compositing method is the same as in section 4.4.1, but with height used

as the vertical coordinate with a 1-km spacing. The lowest height shown is 1 km because

the lowest model levels are dominated by large cancellations between processes which will

be discussed in the following section. The signature of the tropopause is smoothed out by

averaging in this way: there is a continuous increase in PV above 8 km with no localised

sharp PV gradient (Fig. 5.1a). The net effects of diabatic processes are small compared

to absolute values of PV: the profile of the advection-only tracer is almost identical to

PV (Fig. 5.1a).

Figure. 5.1b shows the net effect of non-conservative processes (q − qadv) and the

partitioning into the following: parametrized physical processes (
∑
qphys), dynamics-

tracer inconsistency (εI) and the budget residual (εr). The residual is small throughout

the troposphere, but is increasingly positive above 13 km where it becomes comparable

to other physical processes. This large residual is likely due to not properly accounting

for the pressure solver in the PV budget as discussed in chapter 3. The net effect of

the physics parametrizations is to accumulate positive PV tendencies near the surface

and in the lower troposphere, negative PV tendencies in the upper troposphere, positive

tendencies near tropopause levels and negative tendencies further up into the stratosphere.

Dynamics-tracer inconsistency accumulates net negative PV tendencies everywhere which

results in the positive PV accumulation diagnosed by q − qadv being much weaker than∑
qphys. The net positive PV at tropopause levels in

∑
qphys is roughly zero in q − qadv

and the positive PV near the surface in
∑
qphys actually becomes a net negative in q−qadv.
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Figure 5.1: PV interpolated to height above mean sea level. Lines show the mean and

error bars show the standard error on the mean for the 92 winter-season forecasts at

24-hours lead time. (a) Forecast values for PV (q) and the advection-only PV tracer

(qadv). (b) Difference (q−qadv) and the contributing processes: parametrized physical

processes (
∑
qphys), dynamics-tracer inconsistency (εI) and a residual (εr). (c) Contri-

butions to
∑
qphys from the individual physics tracers: short-wave radiation (qsw), long-

wave radiation (qlw), microphysics (qmic), gravity-wave drag (qgwd), convection (qcon) and

boundary-layer (qbl).

In the previous chapters it has been shown that the dynamics-tracer inconsistency can

produce localised positive PV tendencies (Fig. 3.1) and net positive PV tendencies relative

to the tropopause (Fig. 4.2); however, on height levels the average is always negative.

Since non-conservative processes can produce no net tendencies in mass-weighted PV

away from the boundaries (Haynes and McIntyre, 1987) a net negative dynamics-tracer

inconsistency indicates either that tracer advection is increasing PV or the dynamical-core

decreases PV at the upper and lower boundaries which is advected through the domain.

Figure 5.2 shows the accumulated PV tendencies of the dominant processes from Fig. 5.1

as a function of forecast lead time. The strongest accumulations of dynamics-tracer

inconsistency are at the boundaries of the composite with an increasing effect away from

the boundaries with forecast lead time (Fig. 5.2b), although note that the boundaries

of the composite (1 and 17 km) are not the same as the boundaries of the domain (0

and 80 km). In contrast, q − qadv largely shows a steady accumulation of PV tendencies
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on each height level (Fig. 5.2a). This suggests that the dynamical core results in a net

decrease in PV at the surface such that the net effect on PV is negative when averaged

over height levels.
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Figure 5.2: Dominant contributions to PV changes from the composites in Fig. 5.1 as a

function of lead time for the 92 winter-season forecasts.

Figure 5.1c shows the contributions to
∑
qphys from individual parametrized physical

processes. Each of the parametrized physical processes gives systematic PV tendencies

as a function of height with the exception of gravity-wave drag. Gravity-wave drag gives

close to zero net effect on all height levels. This makes sense because gravity-wave drag

acts on the horizontal winds on height levels: gravity-wave drag can produce large changes

in PV but cancelling positive and negative changes over an individual height level.

The PV tracer for long-wave radiation accumulates positive PV from 6-13 km consis-

tent with the decrease in humidity across the tropopause and prescence of clouds further
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below the tropopause. The PV tracer for short-wave radiation accumulates small negative

PV over a similar height range which is also consistent with the water vapour decrease

across the tropopause. Both the long-wave and short-wave radiation PV tracers show a

change in sign at 13 km. Above 13 km the effects of short-wave heating from ozone in the

stratosphere dominate the PV tendencies and there is an associated increase in long-wave

cooling. A dipole in PV tendencies is expected across the maxima in short-wave heating

from ozone with a dipole of the opposite sign from the long-wave cooling response. There

are positive PV tendencies from short-wave radiation and negative from long-wave radia-

tion at the top of Fig. 5.1 inidicating that the vertical extent of the composites in Fig. 5.1

(17 km) is below the maxima in short-wave heating from ozone. Near the surface there is

a peak in positive PV accumulation from long-wave radiation followed by negative below.

Over time the negative tendencies dominate (Fig. 5.2c). This indicates that long-wave

radiation results in net negative tendencies at the surface; however, long-wave radiation

is generally expected to produce net positive PV tendencies by producing a mass flux into

initially massless isentropic layers below the surface (Cooper et al., 1992). This will be

discussed further in the following section.

The PV tracer for microphysics accumulates positive PV in the lower troposphere

and negative PV in the upper troposphere. This is consistent with a mid-level latent

heating maxima. The change in sign in microphysics PV accumulation is at a similar

height level to a change in sign for long-wave radiation. This is reasonable given the level

of maximum latent heating will also be associated with increased cloud amounts. The

zero point in PV accumulation from microphysics moves up with lead time because it

is directly associated with ascending air masses (Fig. 5.2d). It is notable that the net

positive PV tendencies accumulated by the microphysics PV tracer are much larger than

the accumulated negative PV tendencies. From the impermeability theorem (Haynes

and McIntyre, 1987), an isolated region of latent heating would be expected to produce

roughly equal positive and negative PV anomalies; however, the composites are produced

from many forecasts over a limited-area domain so this is not the case. Since the negative

PV anomalies are associated with the top of diabatically enhanced ascent, they will also,

on average, experience stronger horizontal winds and be advected out of the limited-area

domain more rapidly. Therefore, the net positive PV tendencies accumulated by the

microphysics PV tracer will be diagnosed as stronger than the accumulated negative PV
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tendencies.

The PV tracer for convection accumulates positive PV tendencies at lower levels and

small negative tendencies above. The negative PV accumulation is weaker because it is

spread over many height levels and will also be associated with stronger horizontal winds,

similarily to the microphysics PV tracer.

The PV tracer for turbulent mixing accumulates net negative PV in the lower tro-

posphere. Similarily to the dynamics-tracer inconsistency, turbulent-mixing can produce

localised positive PV tendencies and net positive PV tendencies above the tropopause,

but net decreases in PV near the boundaries cancel out these effects when compositing

on height levels. Unlike dynamics-tracer inconsistency, the minima is above the surface

(Figs. 5.1c and 5.2f). This indicates that the net negative PV in the troposphere produced

by turbulent mixing is related to positive PV tendencies at the surface not included in

the composite. This will be shown in the following section.

5.3 The Boundary Layer

In the previous section many of the model processes showed distinct change in PV ten-

dency near the surface. In this section the effects of different processes are investigated

by compositing relative to the boundary-layer top. For further description of how the

height and type of boundary layer are diagnosed see section 2.1.2.4. Figure 5.3 shows

the diagnostics of boundary-layer height and type for the IOP5 and IOP8 case studies

at 24-hours lead time. Note that the colourscale is saturated and some points can have

diagnosed boundary-layer depths of >5 km. There is a lot of structure in the fields of

boundary-layer height and type. The deepest boundary layers are just ahead of cold fronts

trailing from low-pressure centres. These deep boundary layers are largely associated with

gridpoints diagnosed as shear dominated. A coherent band of low boundary-layer heights

(<0.5 km) can be seen in both case studies associated with the cold fronts. The frontal

regions are fairly noisy with some points diagnosed as deep (>2.5 km) as well. The cold

sector regions behind the cold front are distinctive as large regions of cumulus-capped

boundary layers with intermediate (≈1−2 km) depths. Despite the distinctive structures

in the boundary-layer height and type, the fields are very noisy and therefore would not

be useful for dividing the domain into regions using an automated method.
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(a) (b)

(c) (d)

Figure 5.3: The diagnosed boundary-layer height (top panels) and boundary-layer type

(bottom panels) from the MetUM turbulent-mixing scheme for forecasts run for the IOP5

(left panels) and IOP8 (right panels) case studies at 24-hours lead time. Black contours

show the sea-level pressure.

To give an overview of processes occuring within and above the boundary layer, com-

posites have been produced relative to the height of the boundary-layer top over the winter

season forecasts (Figure 5.4). The compositing method is the same as in section 4.4.1, but

with vertical distance from the top of the boundary layer used as the vertical coordinate

with a 250-m spacing. For gridpoints with boundary-layer heights less than 1-km, points

below ground are not included in the composites. There are large differences between

the profiles of PV and advection-only PV (Fig. 5.4a). There is a distinct maximum in

PV at the boundary-layer top that has mostly been removed from the advection-only PV

tracer by this lead time (24 hours): the PV maximum at the top of the boundary layer

is depleted by the advection scheme and maintained by diabatic processes. Within the
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boundary layer, PV is, on average, less than the advection-only PV tracer. This indicates

there is significant mixing across the boundary-layer top. Since the composites are close

to the boundary, the only way for the advection-only PV tracer to increase within the

boundary layer is through initially higher-valued PV air being mixed into the boundary

layer. An important difference here, when compared to the tropopause-relative compos-

ites, is that the boundary-layer top does not act like a material surface. This means that

it is difficult to distinguish whether the non-conservative processes reduce the initially

higher-valued PV air before or after being mixed into the boundary layer; however, given

the large contrast in profiles across the boundary-layer top the reduction is most likely

dominated by processes occurring within the boundary layer.
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Figure 5.4: Composite average of PV as a function of distance from the diagnosed

boundary-layer top. Lines show the mean and error bars show the standard error on the

mean for the 92 winter-season forecasts at 24-hours lead time. (a) Forecast values for PV

(q) and the advection-only PV tracer (qadv). (b) Difference (q−qadv) and the contributing

processes: parametrized physical processes (
∑
qphys), dynamics-tracer inconsistency (εI)

and a residual (εr). Note that εr is plotted but hard to see because it is negligible. (c)

Contributions to
∑
qphys from the individual physics tracers: short-wave radiation (qsw),

long-wave radiation (qlw), microphysics (qmic), gravity-wave drag (qgwd), convection (qcon)

and boundary-layer (qbl).

Figure. 5.4b shows the net effect of non-conservative processes (q − qadv) relative to

the boundary-layer top and the partitioning into the following: parametrized physical
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processes (
∑
qphys), dynamics-tracer inconsistency (εI) and a residual (εr). The positive

peak at the boundary-layer top is a result of the parametrized physical processes with a

large negative cancellation from the dynamics-tracer inconsistency. Within the boundary

layer, the net negative PV tendency is a result of similar contributions from parametrized

physical processes and dynamics-tracer inconsistency.

Figure 5.4c shows the contributions to
∑
qphys from individual parametrized physical

processes relative to the boundary-layer top. The dominant processes in the boundary-

layer are long-wave radiation and turbulent mixing which accumulate large net negative

and positive PV tendencies respectively. Note that the two lines go off the x-axis scale

shown in Fig 5.4c with the net accumulated PV tendencies approaching ±1 PVU at 1 km

below the boundary-layer top. The two terms largely cancel out with long-wave radiation

giving slightly larger negative PV accumulation yielding a net negative PV accumulation

of 0.1−0.2 PVU for the combined effects of the parametrized physical processes (Fig. 5.4b).

The cancellation between long-wave radiation and turbulent mixing below the top of

the boundary layer appears to be generated at the surface. Figure 5.5 shows PV tracers

on the bottom model θ-level at 24-hours lead time for the IOP5 case study and Fig. 5.6

shows the same for the IOP8 case study. There are large opposing PV accumulations

from long-wave radiation and turbulent mixing in both case studies in the same regions

as the cumulus capped boundary layers in the cold sector (Fig. 5.3c and d). Note the

colourscale of ±20 PVU is saturated at many gridpoints with some gridpoints approaching

≈ 1000 PVU. The two terms cancel out with much less net effect (Figs. 5.5a and 5.6a).

The signs of the long-wave radiation and turbulent mixing are reversed in the warm sector.

This is particularily pronounced for the low-pressure centres near the western boundary

in both case studies.

Figure 5.7 shows PV tracers along the cross section AB in Fig. 5.5. This cross section

was chosen to cut across the front and show the contrast between the cold and warm

sectors. The front can be seen as the region of sloped θe contours in the centre of the cross

section. On the cold side of the front the large cancellation between long-wave radiation

and turbulent mixing can be seen at low levels. This cancellation is largely confined

to the lowest model levels within the boundary layer consistent with the cancellation

being diagnosed below the boundary-layer top over the winter-season forecasts (Fig. 5.4c).

Figure 5.8 shows PV tracers along the cross section AB in Fig. 5.6. This cross section
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Figure 5.5: PV tracers on the bottom model θ-level for the forecast run for the IOP5

case study at 24-hours lead time (12 UTC on 29 November 2011). Contours show the

mean sea-level pressure. (a) Total minus advection-only PV (q − qadv). (b) Long-wave

radiation PV tracer (qlw). (c) Turbulent-mixing PV tracer (qtm). (d) Dynamics-tracer

inconsistency (εI).

was also chosen to show the contrast between the cold and warm sectors, but across the

cyclone centre which is more complex than across the front in the previous cross section

due to the wrapping up of the front. In this case, a region with a large cancellation

between long-wave radiation and turbulent mixing can be seen up to ≈6 km near the

cyclone centre due to the large resolved vertical winds advecting air out of the boundary

layer.

The expectation from cooling at the surface is an increase in PV (Cooper et al.,

1992). Long-wave radiation only modifies θ, but gives negative PV tendencies at the

surface. The structure of the long-wave radiation PV tracer in the cold sector can be

explained by the cooling rate increasing rapidly with height in the lowest model levels
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Figure 5.6: Same as Fig. 5.5, but for the forecast run for the IOP8 case study at 24-hours

lead time (12 UTC on 8 December 2011).

such that the maxima in long-wave cooling is above the surface and decreases slightly

to a constant cooling rate above. In this case there would be a PV decrease below the

cooling maxima and a smaller increase above such as seen in Figs. 5.7b and 5.8b. Since

the cancellation with the PV tendencies from the turbulent-mixing scheme is so close to

zero it is likely that it is occuring within a single timestep. In this case the turbulent

mixing, which occurs after long-wave radiation in a single timestep, acts to smooth out

the θ profile which has been modified by long-wave radiation. For this to result in an

increase in PV the vertical gradient of θ would have to be negative such that a smoothing

of the θ profile is an increase in ∂θ
∂z and therefore an increase in PV. Figure 5.9 shows the

average θ profiles for each of the boundary-layer types. The cumulus-capped boundary

layers, which were more likely to be associated with the cold sectors, have the strongest

negative gradients of θ. This would explain why the cancellation is reversed in the warm

sector: if the gradient of θ is positive in the warm-sector following long-wave radiation,
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Figure 5.7: Cross section through AB in Fig. 5.5. Black contours show θe. The white

contour and black dots indicates where the gridbox average relative humidity exceeds 80%.

The yellow line shows the diagnosed boundary-layer height. (a) Total minus advection-

only PV (q− qadv). (b) Long-wave radiation PV tracer (qlw). (c) Microphysics PV tracer

(qmic). (d) Convection PV tracer (qcon). (e) Turbulent-mixing PV tracer (qtm). (f)

Dynamics-tracer inconsistency (εI).

turbulent mixing near the surface will result in negative PV tendencies. In this case the

long-wave radiative cooling would be largest at the surface.

Since turbulent mixing is more of a local process than radiation, it is expected that PV

tendencies will generally occur in localised dipoles. This can be seen in Figs. 5.7e and 5.8e

where the large positive PV accumulation near the surface is generally associated with

negative PV accumulation above. These areas of negative PV accumulation are generally

cancelled out by the convection PV tracer (Figs. 5.7d and 5.8d), although this is less clear

in the centre of the front (Fig. 5.7) and near the cyclone centre (Fig. 5.8) where there are

other processes occuring and stronger advective mixing. In a single timestep, convection

occurs prior to turbulent mixing so it will be turbulent mixing that cancels out the effects
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Figure 5.8: Same as Fig. 5.7, but for the cross-section through AB in Fig. 5.6.

of convection. The two processes are not completely separable since the diagnosis of the

convective region is a part of the boundary-layer diagnosis. If this is occuring over a single

timestep then the order of events would be as follows:

1. The profile of long-wave cooling results in a strongly negative θ gradient near the

surface.

2. The boundary layer in this region is diagnosed as unstable with a convective region

above (e.g. Fig. 5.3).

3. Convective mixing increases PV near the boundary-layer top and reduces PV above.

4. Turbulent mixing acts to restore the boundary-layer θ profile to be approximately

the same as at the beginning of the timestep.

The net effect is that PV is decreased in the convectively unstable region above the

boundary layer with little change within the boundary layer. This makes sense as the

fast parametrized processes, convection and turbulent mixing, are designed to remove

instabilites and move the model state towards an equilibrium.
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Figure 5.9: The average of θ as a function of model-level height for the (a) IOP5 and (b)

IOP8 case studies at 24-hours lead time for different types of boundary layer. θ is plotted

as the difference from the lowest model-level value. Note that the boundary-layer types

with stratocumulus have been grouped with boundary-layer types without stratocumulus.

The peak in positive PV accumulation at the top of the boundary layer is a result

of a combination of different parametrized physical processes: convection, gravity-wave

drag, long-wave radiation and turbulent mixing all have a maxima at the boundary-layer

top (Fig. 5.4c). The other physical processes, microphysics and short-wave radiation, do

not produce much structure across the boundary layer. Microphysics accumulates similar

positive PV tendencies regardless of whether the air is in the boundary layer or not. The

PV tendencies from short-wave radiation near the boundary layer are negligible compared

with the other parametrized physical processes.

The peak in positive PV accumulation at the boundary-layer top from convection

can be explained as a part of the response to long-wave radiation at the surface in the

cold sector, but this does not explain the maxima from other physical processes at the

boundary-layer top. There are large positive PV tendencies from turbulent mixing; how-

ever, if this was part of the response to long-wave radiation then there would be cancelling

negative PV tendencies from long-wave radiation at the boundary-layer top rather than

net positive (Fig. 5.4c).

Figures 5.10 and 5.11 show PV tracers interpolated to the height of the diagnosed

boundary-layer top for the IOP5 and IOP8 respectively to give an overview of where

different processes are affecting the boundary-layer top. As expected, the positive values
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of the convection PV tracer are located in the cold sector (Figs 5.10d and 5.11d) with

cancelling negative values in the turbulent-mixing PV tracer (Figs 5.10c and 5.11c).

The remaining processes which have a positive peak at the boundary-layer top appear

be dominated by large local values associated with high orography (Figs. 5.10, 5.10b, c,

e and f). In both case studies, dynamics-tracer inconsistency is largely cancelling out

the effects of the other three processes, although there are still some net PV changes

(Figs. 5.10a and 5.10a). This explains the large cancellation between the parametrized

physical processes (
∑
qphys) and dynamics-tracer inconsistency (εI) seen at the boundary-

layer top with a smaller positive net PV change (q − qadv) (Fig. 5.4b). A potential issue

with these PV tendencies is that the calculation of PV does not properly account for

terrain-following coordinates. In this case, large values of dynamics-tracer inconsistency

would be expected. This is because the dynamical core will “see” and update the PV

related to terrain-following coordinates, but the tracer-advection scheme is given the

diagnosed PV which does not account for terrain-following coordinates; therefore, an

inconsistency between the dynamical core and tracer advection is inevitable if terrain-

following coordinates are not properly accounted for.

5.4 Fronts

In the previous section, substantial differences in the accumulated effects of parametrized

physical processes between the cold and warm sectors of cyclones were identified. In this

section a front-relative framework is investigated for compositing PV tracers separately

in warm and cold sectors. The automated front detection algorithm of Hewson (1998),

based on gradients of θw, has been used to produce climatologies of fronts (e.g. Berry

et al. (2011)); however, at higher resolutions, such as in the simulations in this thesis,

small-scale features lead to the front detection algorithm being unreliable. This has been

noted by Jenkner et al. (2010) who used the detection method of Hewson and Titley

(2010) on smoothed fields of θe and tuned the frontal strength parameter to the higher

resolution data. In this section the front in the IOP5 case study is investigated, rather

than using an automated front detection method over the winter-season forecasts.

In the previous section, the frontal region in the IOP5 case study could be seen as

sloped contours of θe. In this section a value of θe=300 K from the centre of the frontal
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Figure 5.10: PV tracers interpolated to the height of the top of the boundary layer for

the forecast run for the IOP5 case study at 24-hours lead time (12 UTC on 29 November

2011). (a) Total minus advection-only PV (q − qadv). (b) Long-wave radiation PV tracer

(qlw). (c) Gravity-wave drag PV tracer (qmic). (d) Convection PV tracer (qcon). (e)

Turbulent-mixing PV tracer (qtm). (f) Dynamics-tracer inconsistency (εI)

region is used to identify the frontal surface. Figure 5.12 shows θe for the IOP5 case

study. The colourscale is centered on θe=300 K to distinguish between the cold and

warm sectors. The cross sections show that a value of θe=300 K is consistent along the

length of the front. The warm sector is narrow: there are low-level areas of θe<300 K on

the warm side of the front (Figure 5.12d). The vertical extent of the frontal region, where

the θe=300 K contour is steepest, varies along the front between 5-7 km.

The region shown by the dashed box in Fig. 5.12 is selected to produce a composite in

the front region. The mass-weighted average of PV tracers in the gridboxes in this region

are taken binned by the gridbox pressure every 25 hPa. Figure 5.13 shows the composite
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Figure 5.11: Same as Fig. 5.10 but for the forecast run for the IOP8 case study at

24-hours lead time (12 UTC on 8 December 2011).

over the region shown in Fig. 5.12a for the warm (θe>300 K) and cold (θe<300 K) sectors

separately. The vertical PV structure is different between the cold and warm sectors. The

cold sector has roughly constant PV up to ≈ 550 hPa, where the average PV over the

cold sector increases associated with the upper-level trough, and the warm sector has a

mid-level PV maxima. Vannière et al. (2016) showed that the low-level cold-sector region

could be identified by its negative PV. The negative PV in the cold sector is below the

composite in Fig. 5.13 so would not be useful for separating the cold and warm sectors

due to the sloped frontal surface.

Figures 5.13b and e show the net effect of non-conservative processes (q − qadv) and

the partitioning into the following: parametrized physical processes (
∑
qphys), dynamics-

tracer inconsistency (εI) and a residual (εr) for the warm and cold sectors respectively. In

both the warm and cold sectors the net effects of dynamics-tracer inconsistency and the
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Figure 5.12: θe for the forecast run for the IOP5 case study at 24-hours lead time

(12 UTC on 29 November 2011). (a) 900 hPa map and cross-sections through (b) AB,

(c) CD and (d) EF on (a). Contours on (a) show mean sea-level pressure every 10 hPa.

The white contour and black dots on (b, c, d) indicate where the gridbox average relative

humidity exceeds 80%.

residual PV are small with the parametrized physical processes providing the dominant

contribution to q − qadv. It is somewhat surprising that the net effect of dynamics-

tracer inconsistency is so small in the sharp gradient region of the front; however, the

dynamics-tracer inconsistency does accumulate large local positive and negative tenden-

cies (Fig. 5.7f). The net effects of parametrized physical processes are different between

warm and cold sectors: net positive PV tendencies are accumulated in the warm sector

which peak at ≈750 hPa whereas net negative PV tendencies are accumulated in the

cold sector which peak higher up, at ≈600 hPa. Below, PV tracers are shown on three

different pressure levels, 900, 750 and 600 hPa, to identify the different physical processes

contributing to PV changes.
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Figures 5.13c and f show the contributions to
∑
qphys from individual parametrized

physical processes for the warm and cold sectors respectively. Note that the x-axis is

different to that in Figs. 5.13b and e. The cancellation between convection and turbulent-

mixing is maximised at ≈900 hPa in the cold sector, with a smaller, and opposite, cancel-

lation between long-wave radiation and turbulent-mixing in the warm sector. Figure 5.14

shows PV tracers at 900 hPa zoomed in on the region of the front. The large cancella-

tion between convection and turbulent-mixing can be seen on the cold side of the front

(Figs. 5.14d and e). The region of the cancellation has much larger scale than the front

and extends further west than the composite region. The positive PV tendencies from

turbulent mixing identified in the warm sector at this level are mostly confined to be-

ing along the front (Figs. 5.14e). The cancelling negative PV tendencies from long-wave

radiation are more large scale and spread over the warm sector indicating that the two

processes are not related in this region. Note that the region of positive long-wave ra-

diation PV tracer cancelled by the turbulent-mixing PV tracer over France is diagnosed

as being in cold sector because θe<300 K. The negative PV tendencies due to long-wave

radiation at this level are most likely associated with the cloudy ascending warm conveyor

belt region.

The positive diabatic PV accumulation in the warm sector peaks at ≈750 hPa. Fig-

ure 5.15 shows PV tracers at 750 hPa zoomed in on the region of the front. The positive

PV accumulation at this level is associated with long-wave radiation displaced from the

front and turbulent mixing local to the front (Fig. 5.15b and e). The positive PV associ-

ated with long-wave radiation is coaligned with the edge of the cloudy region rather than

being directly associated with the front. In the warm sector, turbulent mixing produces

positive and negative PV tendencies which cancel in the composite leading to long-wave

radiation being diagnosed as the dominant contribution to the positive PV tendencies

(Fig. 5.13c). The net negative diabatic PV in the cold sector at this pressure level is

associated with convection consistent with the response to long-wave cooling discussed

in the previous section. There is also positive PV accumulated by the convection PV

tracer at this level in the cold sector with cancelling negative PV accumulated by the

turbulent-mixing PV tracer. This region is where the cumulus-capped boundary layer is

deeper (Figs. 5.3a and b) resulting in the cancellation between convection and turbulent

mixing at the boundary-layer top occuring at higher levels.
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Figure 5.13: Front-relative composites for the forecast run for the IOP5 case study at

24-hours lead time (12 UTC on 29 November 2011). Composites are in the region shown

in Fig. 5.12a for regions designated as (a,b,c) warm sector (θe>300 K) and (d,e,f) cold

sector (θe<300 K) separately. The dashed lines show the average pressure level of the

boundary-layer top. (a) and (d) show the forecast values for PV (q) and the advection-

only PV tracer (qadv). (b) and (e) show the difference (q−qadv) and the contributing

processes: parametrized physical processes (
∑
qphys), dynamics-tracer inconsistency (εI)

and a residual (εr). (c) and (f) show the contributions to
∑
qphys from the individual

physics tracers: short-wave radiation (qsw), long-wave radiation (qlw), microphysics (qmic),

gravity-wave drag (qgwd), convection (qcon) and boundary layer (qbl).

The negative diabatic PV accumulation in the cold sector peaks at ≈600 hPa. Fig-

ure 5.16 shows PV tracers at 600 hPa zoomed in on the region of the front. Similarly

to at 750 hPa, there is a large region of negative PV accumulation from convection, but

with additional contributions from microphysics and turbulent mixing across the front.

The microphysics has accumulated net positive PV tendencies in the warm sector and

net negative PV tendencies in the cold sector at this level (Fig. 5.13c and f) which is

evident in Fig. 5.16c; however, the positive and negative values of the microphysics are

close to the front and so the overall contributions in each sector will be sensitive to the

diagnosis of the frontal surface. The diagnosis of the effects of turbulent mixing will be
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similarly sensitive to the diagnosis of the frontal surface. The turbulent-mixing PV tracer

has accumulated net negative PV tendencies at this level across the θe=300 K surface.

The effects of turbulent mixing within the front are better visualised by the cross section

(Fig. 5.7e) where it can be seen that the turbulent mixing has resulted in a dipole of PV

along the frontal surface that is not clearly a part of the warm or cold sector.

5.5 Conclusions

The effects of parametrized physical processes across air mass boundaries in the lower tro-

posphere, the boundary-layer top and fronts, have been quantified. Ground-relative com-

posites over the set of 92 winter-season forecasts have been produced to give an overview

of the systematic effects of physical processes in the atmosphere. Air-mass boundaries

are smoothed out in the composites relative to fixed locations. By compositing relative

to air-mass boundaries the effects of physical processes acting in different regimes can

be identified. It is still unclear whether turbulence parametrizations correctly represent

the processes generating PV anomalies in the boundary layer (Boutle et al., 2015); there-

fore, diagnosing the effects of parametrized physical processes on the boundary layer is

important for better understanding the role of model errors. Previous studies of PV

tendencies in the boundary layer have focused on individual case studies (e.g. Stoelinga

(1996)) or idealised simulations (e.g. Adamson et al. (2006); Plant and Belcher (2007)).

Here, the systematic effects of different physical processes in the boundary layer have

been quantified.

Boundary-layer relative composites show that there is a net PV decrease in air within

the boundary layer relative to the advection-only PV tracer indicating that initially

higher-PV air is being mixed into the boundary layer where the PV is then decreased. The

diagnosed PV tendencies within the boundary layer are dominated by a large cancellation

between negative PV tendencies due to long-wave radiation and positive PV tendencies

due to turbulent mixing. The cancellation is located in the cold sectors. In the cold sector

regions the cumulus convection scheme is active with a large cancellation between neg-

ative PV tendencies from the turbulent-mixing scheme and positive PV tendencies from

the convection scheme near the boundary-layer top and negative PV tendencies from the

convection scheme above the boundary-layer top. The net effect of long-wave radiation,

convection and turbulent-mixing in the cold sector is to reduce PV above the boundary
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layer with little overall change within the boundary layer.

A PV maximum at boundary-layer top, associated with diabatic processes, is also

identified in the boundary-layer relative composites. Long-wave radiation, convection,

gravity-wave drag and turbulent-mixing PV tracers all have maxima at the boundary-

layer top. Long-wave radiation, gravity-wave drag and turbulent-mixing have strong

positives over high orography which is largely cancelled by dynamics-tracer inconsistency.

This cancellation is likely an artifact of the PV calculation not accounting for terrain-

following coordinates. The maximum in PV accumulated by the convection PV tracer

at boundary-layer top is associated with a cancelling negative PV accumulation from the

turbulent-mixing PV tracer as part of the response to long-wave cooling in the cold sector

discussed above.

Front-relative composites can be used to separate cold and warm sectors. A front rel-

ative composite for the IOP5 case study was produced by manually identifying a surface

of constant θe as the frontal surface. There was a net positive diabatic PV accumulation

on the warm side of the front with a maximum at ≈750 hPa associated with gradients

of long-wave cooling at the cloud edge which was displaced from the front itself. There

was a net negative PV accumulation on the cold side of the front with a maximum at

≈600 hPa associated with cumulus convection in the cold sector in response to long-wave

cooling at the surface (discussed above). The effects of the microphysics and turbulent-

mixing schemes are more local to the front rather than being distinctly separated into

the cold and warm sectors so composites over many fronts would be required to identify

systematic effects. Climatologies of fronts can be produced from objective front identifi-

cation methods based on thermal gradients (Hewson, 1998; Berry et al., 2011); however,

at high resolution, such as used in this thesis, smoothing of the initial fields and tun-

ing of parameters are required to avoid diagnosing noise as fronts (Jenkner et al., 2010).

A combination of the concept of a front as a surface of constant θe and objective front

identification methods, which could diagnose the optimal θe value, could prove useful for

assessing the systematic effects of processes on fronts in high-resolution data.
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Figure 5.14: PV tracers at 900 hPa for the forecast run for the IOP5 case study at

24-hours lead time (12 UTC on 29 November 2011). Contour shows θe=300 K. The white

contour and black dots indicates where the gridbox average relative humidity exceeds

80%. (a) Total minus advection-only PV (q − qadv). (b) Long-wave radiation PV tracer

(qlw). (c) Microphysics PV tracer (qmic). (d) Convection PV tracer (qcon). (e) Turbulent-

mixing PV tracer (qtm). (f) Dynamics-tracer inconsistency (εI). Note that the colourscale

is saturated for many gridpoints in each plot.
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Figure 5.15: Same as Fig. 5.14, but at 750 hPa.
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Figure 5.16: Same as Fig. 5.14, but at 600 hPa.
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Chapter 6

Conclusions

6.1 Conclusions

The overarching scientific question this thesis aims address is what changes should be

made to a numerical model to reduce systematic forecast errors? To answer

this question, PV tracer diagnostics in the MetUM have been used to quantify the ef-

fects of different model processes and better understand how they affect features in the

atmosphere. Each work chapter in this thesis relates to one of the research questions,

introduced in chapter 1, and the key conclusions from each are discussed below. For more

detailed discussion of the results see the conclusions section in the respective chapters.

1. What are the sources of PV non-conservation in numerical models?

For the PV tracers to be used to link forecast errors with the processes responsible they

must accurately quantify the sources of PV non-conservation. Previously, the formulation

of the PV tracers did not account for non-conservation of PV by the dynamical core.

This was shown in Chapter 3 to result in a residual in the PV tracers of the same order

of magnitude as the dominant parametrized physics tracers. This residual results in

an uncertainty in the effects of parametrized physical processes diagnosed by the PV

tracers. A dynamics-tracer inconsistency diagnostic was derived from an exact budget of

PV, in terms of the PV tracers, and implemented in the MetUM. The dynamics-tracer

inconsistency was shown to reduce the residual in the PV tracers by an order of magnitude

and to be largely a result of non-conservation of PV by the dynamical core.

The dynamics-tracer diagnostic is based on the study of Whitehead et al. (2015) where

the inconsistency between dynamical cores and tracer-advection schemes were quantified

in terms of PV for idealised simulations. Whitehead et al. (2015) showed there were

significant differences in the diagnosed inconsistency for different dynamical cores and

tracer-advection schemes. Although Whitehead et al. (2015) argued that the inconsis-

tency should be reduced, zero dynamics-tracer inconsistency is not neccessarily a desirable
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feature of a dynamical core. Conservation of PV at the model grid scale will effectively

block the turbulent cascade to subgrid scales (Thuburn, 2008). The dynamics-tracer in-

consistency can be thought of as quantifying how small-scale mixing results in a different

behaviour in PV compared to tracer advection; however, there is also a contribution of

model error. PV is not a prognostic variable in the MetUM: it is diagnosed as the non-

linear combination of multiple prognostic variables. Therefore, stepping forward several

prognostic equations and diagnosing PV will inevitably result in non-conservation.

The residual in the PV tracers was previously a large limitation on the use of PV

tracers: the residual represented an uncertainty in the diagnosed accumulation from

parametrized physical processes since its origin was not identified. By attributing the

majority of the residual to dynamics-tracer inconsistency the uncertainty in the effects of

parametrized physical processes has been reduced. This not only allows the PV tracers to

be used in future studies with increased certainty, but also adds weight to previous stud-

ies that have used PV tracers to quantify the effects of parametrized physical processes.

The results of chapter 3 show that the dynamical core dissipation should be considered

alongside parametrized physical processes and enables comparison of the dynamical core

behaviour in a realistic forecast context.

2. Why does tropopause sharpness reduce with forecast lead time?

Recent work has shown that the sharpness of the extratropical tropopause declines

with lead time in operational numerical weather prediction models (Gray et al., 2014),

indicating an imbalance between processes acting to sharpen and smooth the tropopause.

In Chapter 4 the systematic effects of different processes affecting the sharpness of the

tropopause were quantified.

The effects of different processes on the tropopause were discussed in terms of the

known mechanisms affecting tropopause sharpness. A sharp tropopause PV gradient can

be formed and maintained by vortex stripping on an isentropic surface combined with

radiative relaxation maintaining a PV contrast between the equator and pole (Ambaum,

1997; Haynes et al., 2001). In the atmosphere, diabatic processes can contribute directly

to an enhanced tropopause PV gradient through long-wave cooling (Forster and Wirth,

2000; Cavallo and Hakim, 2009) and latent heating in warm conveyor belts (Chagnon

et al., 2013). The net result is that the advection scheme results in an exponential decay

of tropopause PV gradient towards a finite value with a timescale of 20-24 hours, con-
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sistent with timescales associated with chaotic advection (Methven and Hoskins, 1999),

and the net effect of parametrized physical processes is to partially counteract this de-

cline by enhancing the tropopause PV gradient. The results extend those of Chagnon

et al. (2013) and Chagnon and Gray (2015) who showed that diabatic processes result in

dipoles of diabatically-generated PV enhancing the tropopause PV gradient in individual

case studies. Here, the diabatic PV dipole was shown to be a systematic feature of the

midlatitude tropopause over many forecasts.

An objective diagnostic to separate ridges and troughs was introduced and used to

produce separate composites of the PV tracers relative to the tropopause. The forecast

error in tropopause PV gradient was shown to be larger in ridges associated with a more

rapid reduction in PV gradient by the advection scheme and a weaker effect of long-wave

radiation on the tropopause in ridges; however, more work is needed to directly associate

these processes with model error.

3. What are the systematic effects of parametrized physical processes across

other air-mass boundaries?

In chapter 5 the effects of different processes on air-mass boundaries in the lower

atmosphere, specifically the boundary-layer top and fronts, were investigated. Ground-

relative composites were also produced to give an overview of the systematic effects of

physical processes in the atmospheric column.

The PV tracers have been used previously to show that turbulent mixing results

in a positive PV anomaly near a cyclone centre (Stoelinga, 1996) which results in a

decrease in cyclone strength by reducing coupling between upper and lower-level Rossby

waves (Adamson et al., 2006). These previous results have been limited to individual

case studies and idealised simulations. In this thesis, the systematic effects of different

processes modifying PV has been quantified.

In the simulations in this thesis, the contribution of turbulent mixing to positive PV

anomalies in the boundary layer is less clear. The diagnosed PV accumulation within

the boundary layer is dominated by a cancellation between long-wave radiation and

turbulent-mixing. The cancellation is largely confined to cold sectors where long-wave

cooling produces negative PV tendencies at the surface which are subsequently cancelled

out by the turbulent-mixing scheme. There is also an associated cancellation between

positive PV tendencies from cumulus convection and negative PV tendencies from the
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turbulent-mixing scheme. Overall, there is very little net change in PV in the boundary

layer and a decrease in PV above the boundary layer in the region of convection that

is attributed to the convection scheme. The parametrization schemes are representing

a dynamic equilibrium: the boundary layer is continually destabilised by radiative cool-

ing which drives turbulent mixing and convection. This demonstrates a limitation in

separating “initial tendencies” into individual processes because all three processes are

responsible for the negative PV tendencies; however, the PV tracers do give insight into

how the model represents this dynamic equilibrium.

Composites were produced relative to the boundary-layer top. A PV maximum was

identified at the boundary-layer top associated with positive PV tendencies from various

physical processes. Some of the contributing processes (long-wave radiation, gravity-wave

drag and turbulent mixing) are associated with large diagnosed PV tendencies over high

orography that are largely cancelled by the diagnosed dynamics-tracer inconsistency. This

result is most likely due to the PV calculation in the PV tracers diagnostics not properly

accounting for terrain-following coordinates.

A front-relative composite for a case study was produced manually by identifying a

surface of constant θe as the frontal surface. A net negative PV tendency in the cold sector

maximises at around 600 hPa associated with cumulus convection and a net positive PV

tendency in the warm sector maximises at around 750 hPa associated with gradients in

long-wave radiation at the edge of the cloudy region. The effects of the microphysics

and turbulent-mixing schemes acted more locally to the front rather than being distinctly

separated into the cold and warm sectors.

In summary, the PV tracer diagnostics have been put forward as a potentially insight-

ful diagnostic for linking forecast errors with the processes responsible. The “dynamics-

tracer inconsistency” was shown to be an important component of the PV budget if the

PV tracers were to be used to diagnose the effects of different processes (chapter 3). The

systematic effects of different model processes on the tropopause sharpness (chapter 4),

which is systematically underrepresented in numerical weather prediction models (Gray

et al., 2014), and on the boundary layer (chapter 5), which is typically represented with

overly-simplified parametrizations in numerical weather prediction models (Boutle et al.,

2015), have been quantified. The work in this thesis provides the groundwork for various

future studies which will, I hope, contribute to the continual reduction of forecast errors.
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6.2 Future work

Four open science questions arising from the work in this thesis have been identified.

1. What is the typical magnitude and structure of dynamics-tracer inconsis-

tency in other models?

In chapter 3 a dynamics-tracer inconsistency diagnostic was derived and implemented

in the MetUM. Unlike the PV tracers for parametrized physical processes, dynamics-tracer

inconsistency is not clearly linked to a physical process occuring in the atmosphere and is

potentially more sensitive to model formulation. The dynamics-tracer inconsistency also

quantifies how small-scale mixing results in a different behaviour in PV compared to tracer

advection. Comparisons of the dynamics-tracer inconsistency diagnostic between different

models, with different dynamical cores, and different resolutions could help distinguish the

effects of small-scale mixing from model specific dissipation and potentially model error.

A simple comparison could be done with MetUM: the current version of the MetUM

has the “ENDGame” dynamical core (Wood et al., 2014) which differs from the “New

Dynamics” dynamical core used in the simulations in this thesis (Davies et al., 2005).

2. What changes to numerical models would reduce the forecast error in

tropopause sharpness?

In chapter 4 the dominant processes affecting the tropopause sharpness were quanti-

fied. The processes were discussed in terms of the mechanisms affecting the tropopause

sharpness to better understand what changes might improve the model error in tropopause

sharpness. Some of the potential changes are discussed in the conclusions of chapter 4.

The results of chapter 4 provide a framework for assessing the effects of changes to the

model on the sharpness of the tropopause by checking whether changes to model pro-

cesses improve the maintenance of the tropopause PV gradient and quantifying how this

is achieved.

3. How do lateral boundary conditions affect the sharpness of the tropopause?

The simulations in this thesis have used a limited area domain to allow for higher res-

olution at lower computational cost. In chapter 4 the tropopause PV contrast was shown

to decrease systematically with forecast lead time, consistent with Gray et al. (2014);

however, the effect of the advection scheme on the tropopause sharpness is not separated

from the effects of the boundary conditions. One way to remove this ambiguity would be

to repeat the simulations for a global domain. An alternative, that complements the PV
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tracer diagnostics, would be to implement a Lagrangian tracer that tracks air from the

lateral boundaries. This way composites could be produced over air that started within

the domain and air that has come through the lateral boundaries. This approach could

also be used with the PV tracers for investigating features other than the tropopause.

4. What are the systematic effects of parametrized physical processes across

fronts?

In chapter 5 the effects of different processes relative to a front were quantified for an

individual case study. The composite showed distinct differences in processes acting on

the warm and cold sides of the front; however, composites over many fronts are required

to identify the systematic effects of different processes within the model. Climatologies

of fronts can be produced from objective front identification methods based on thermal

gradients (Hewson, 1998; Berry et al., 2011); however, at high resolution, such as used in

this thesis, smoothing of the initial fields and tuning of parameters is required to avoid

diagnosing noise as fronts (Jenkner et al., 2010). By describing a front as a surface of

constant θe, an objective front identification method could be used to simply find the

optimal value of θe and the systematic effects of physical processes relative to frontal

surfaces could be identified even at higher resolutions.
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