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Rossbywaves on the jet stream are associatedwithmerid-
ional motions, displacing air and the strong potential vortic-
ity (PV) gradient on isentropic surfaces. Poleward motion
along sloping isentropic surfaces typically results in ascent
and a ridge of air with low PV values. Latent heating in the
ascending warm conveyor belt (WCB) enables air to cross
isentropic surfaces so that the WCB outflow into a ridge
occurs in a higher isentropic layer than the inflow. How-
ever, the PV impermeability theorem states that there can
be no PV flux across isentropic surfaces, so how can heating
alter the PV pattern of a Rossby wave? Here, the ways in
which heating inWCBs can influence Rossbywave evolution
at tropopause level are explained in the context of the PV
impermeability theorem.
First, a WCB outflow volume is defined by the upper

tropospheric air in a ridge that has experienced net heat-
ing over the last few days, using a tracer within short global
model forecasts. Second, the boundary of this outflow vol-
ume is tracked backwards using isentropic trajectories al-
lowing quantification of the degree to which circulation is
conserved, as predicted by theory, even though the WCB
transports mass into the volume from lower isentropic lay-
ers. This diabatic flux of mass into the outflow volume re-
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sults in an increase in density and expansion in outflow area,
the partition being determined approximately by PV inver-
sion. The area expansion, combined with conservation of
circulation, implies more negative vorticity. The relative vor-
ticity change from divergent outflow can be as large as the
decrease relative to the background planetary vorticity as-
sociated with poleward displacement of the circuit. The ad-
ditional anticyclonic relativemotion results in enhanced an-
ticyclonic over-turning of PV contours on the eastern flank
of the ridge, altering qualitatively the nonlinear evolution of
the Rossby wave.
K E YWORD S
trajectories; diabatic processes; potential vorticity; Kelvin’s
circulation; air mass transport

1 | INTRODUCTION
Water in theatmosphereandcloudprocesses areknown tohavean important influenceonweather systemdevelopment.
For example, latent heat release associated with condensation of water vapour enhances the ascent rate of air masses.
Developingmid-latitude baroclinicwaves, and their associated cyclones and anticyclones, are amplified by latent heating
in ascending air streams (Emanuel et al., 1987). The keymechanism can be understood in terms of the increasing ascent
rate resulting in greater vortex stretching at low levels and faster cyclone growth.

In an adiabatic baroclinic wave, polewardmotion along isentropic surfaces intersecting the tropopause will result
in a “negative PV anomaly” (in the Northern Hemisphere) as a result of material potential vorticity (PV) conservation in
the presence of a positive meridional PV gradient. PV values are more negative in the “ridge” that is formed than at
other locations with similar latitude and altitude. The negative PV anomaly is associated with lower static stability and
anticyclonic relative vorticity, through the PV invertibility principal associated with large-scale balance (Hoskins et al.,
1985). It is the pattern of horizontal motion anomalies associated with PV anomalies that gives rise to the Rossby wave
propagationmechanism; Rossby waves on a positive meridional PV gradient propagate westwards relative to the zonal
flow.

De Vries et al. (2010) extended the adiabatic quasi-geostrophic theory for baroclinic growth in terms of counter-
propagating Rossbywaves (Bretherton, 1966; Hoskins et al., 1985; Heifetz et al., 2004) to a general frameworkwith
diabatic heating linked to vertical velocity. This applies to the general initial value problem for the growth of wave-like
disturbances on unstable zonal jets, including variation with latitude and height on the sphere (Methven et al., 2005).
Twoways of coupling heating to vertical velocity are employed byDe Vries et al. (2010), described as “wave-CISK” (a
form of “cumulus heating parametrization”) and “large-scale rain”, but the general results in terms of growth rates are
similar.

The question addressed here is how the latent heating in ascending air streams can influence Rossby wave dis-
turbances at tropopause level and their subsequent development. The majority of ascending motion, condensation
and latent heat release within cyclones occurs within the warm conveyor belt (WCB) air stream. AWCB is a flow of air
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from the warm sector of a cyclone transporting air poleward, parallel to, and ahead of, the cyclone’s cold front (Harrold,
1973). TheWCB ascends along the isentropic slope into the developing ridge of a Rossbywave and diabatic heating
enables the air to cross potential temperature (θ) surfaces, so that theWCB outflow is at significantly higher θ-surfaces
than the inflow. The impact of diabatic heating onWCB ascent is large: on averageWCB air parcels experience a net
diabatic heating of ≈20K (Madonna et al., 2014).

Grams et al. (2011) and Grams and Archambault (2016) describe how the horizontally divergent flow resulting
from the “diabatic mass transport” into these higher isentropic layers advects the tropopause further away from the
outflow centre, therefore building the tropopause ridge by extending it horizontally and therefore increasing ridge
amplitude relative to a notional adiabatic flow. Methven (2015) argued theoretically that the Kelvin’s circulation of
the upper troposphericWCB outflow volume should be almost unaffected by the diabatic mass transport into it. This
result stems from the PV impermeability theorem of Haynes andMcIntyre (1990) which states that there can be no
PV flux across isentropic surfaces. The argument will be summarised here in Section 2. What influence can aWCB
have on Rossby wave disturbances at the tropopause if it has no influence on circulation in the isentropic layer of the
outflow? This paper sets out to answer this question by quantifying what happens tomass transport, circulation and
relative vorticity in observed cases ofWCB outflow into the ridges of Rossby waves propagating along the jet stream at
tropopause level.

The impact of diabatic heating in WCBs on the negative PV anomaly in upper tropospheric ridges is a subtle
problem. From a Lagrangian perspective, air mass trajectories following the resolved 3-D flow in aWCBwill experience
an increase in PV between the boundary layer inflow and the level of the latent heatingmaximum and then a decrease
in PV as air rises above the heating into the outflow. However, from the Lagrangian form of the evolution equation for
Ertel PV (P ):

DP

Dt
=
1

ρ
{ζ.+Q + +θ.+ × F} (1)

it is not possible to anticipate howmuch the initial increase in PV is outweighed by the subsequent decrease (since
quantification depends on knowing the scalar product between absolute vorticity and heating gradient). Note that ρ
is air density, ζ is the absolute vorticity vector,Q is the diabatic heating rateDθ/Dt , θ is potential temperature and F
denotes frictional forces in themomentum equation. However, Madonna et al. (2014) found from a 30-year Lagrangian
climatology that the PV of the outflow approximately equals the PV of the inflow in WCB composites. While the
mid-level PVmaximum can be important for intensifying the parent cyclone (Ahmadi-Givi et al., 2004), these results
suggest that the changes in the absolute value of PV are less important for the negative PV anomaly (and anti-cyclonic
relative motion) than the enhanced ascent and higher location of the outflow volume (therefore more anomalously
negative compared with elsewhere at the same latitude and altitude). Nevertheless, the strength of the diabatic heating
in theWCB strongly impacts the development of the ridge and has been shown to be important for the downstream
development of cyclones (Schemm et al., 2013) and blocking (Pfahl et al., 2015). Recently, Sánchez et al. (2020) have
also shown that periods when diabatic influence on the horizontal advection of the tropopause, and associated ridge
building across the North Atlantic, are stronger than normal are linked to lower predictability than usual for weather
over Europe and “predictability barriers” where forecast error grows more rapidly than ensemble forecast spread.
In other words, forecasts (at lead times greater than 2 days) are more uncertain when diabatic processes affect the
tropopause location.

The purpose of this paper is to examine quantitatively diabatic mass transport and changes in circulation and
vorticity for cases occurring during the North AtlanticWaveguide andDownstream Impacts Experiment (NAWDEX)
campaign period (September-October 2016). Section 2 presents relevant theory for changes in Kelvin’s circulation in
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the presence of diabatic processes, stemming from integration of the Ertel PV evolution equation, and then summarises
of the conceptual WCB model of Methven (2015). This enables formulation of the detailed questions that will be
answered using global model data for the observed NAWDEX cases. In section 3 theMet Office global model data (3.2)
and trajectory calculations (3.3) are described, as well as the synoptic situations associatedwith the NAWDEX cases.
In section 4 theWCB outflow (4.1) and inflow (4.3) volumes are identified objectively from themodel data. Integral
properties are calculated for these control volumes and the evolution of thesemeasures is described (4.4). In section 5
conclusions are drawn from the analysis of the integral properties ofWCB outflow and inflow.

2 | THEORY
2.1 | Effects of heating in the PV and circulation equations
Constraints on the influence of diabatic processes on Kelvin’s circulation as a consequence of the PV impermeability
theorem (Haynes andMcIntyre, 1990) are derived here without approximation. Then the isentropic coordinate version,
valid with the hydrostatic approximation, is introduced that will be used to calculate the results of the paper. Start from
the Ertel PV equation in flux form:

∂

∂t
(ρP ) + +. (ρPu) + +.JHM = 0 (2)

where P is Ertel PV, u is the 3-D velocity vector and JHM = −ζQ − F × +θ is a flux arising from non-conservative
terms, in the form introduced by Haynes andMcIntyre (1987). It is useful to manipulate the equation into the form:

∂

∂t
(ρP ) + +. (ρPV) + +.J = 0 (3)

whereV = u − uD is the velocity parallel to isentropic surfaces, uD = nQ/ |+θ | is the normal velocity across isentropic
surfaces and the “non-advective PV flux”:

J = −ζ | |Q − F × +θ (4)

where ζ | | is the component of absolute vorticity parallel to isentropic surfaces. This yields directly the PV imper-
meability theorem (Haynes andMcIntyre, 1990): the component of the full PV flux normal to isentropic surfaces is
identically zero:

{ρPV + J} .n = 0 (5)

Now integrate the PV equation over a volume bounded by isentropic surfaces above and below and a lateral
boundary (the circuit on both isentropic surfaces having the same horizontal projection):∫ ∫∫

∂

∂t
(ρP ) dA dz =

∫ ∫∫
−+. (ρPV + J) dA dz (6)

= −
∫ ∮

(ρPV + J) .l d l dz

where Gauss’ theorem has been used and the surface integral of the normal component of the advective and
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non-advective PV fluxes are taken over the lateral boundaries of the volume (l is the normal to lateral faces) and the PV
impermeability condition (5) has been used. This equation is exact for compressible, non-hydrostatic fluids. However, it
is convenient in the later analysis to introduce the usual isentropic coordinate form of the equations (as inMethven
(2015)). Using the definition of Ertel PVwe canwrite ρP = ζ.+θ = ζ.n |+θ | and thus:

ρP dz = ζ.n |+θ | dz = ζθ ∂θ
∂z

dz = ζθ dθ (7)

where we have defined ζθ = ζ.n |+θ |/(∂θ/∂z ) as in Section 8.8 of Hoskins and James (2014) and also dθ =

(∂θ/∂z ) dz so that potential temperature is being used to re-label the vertical coordinate (assumingmonotonic varia-
tion). Finally, the PV definition can bewritten:

r P = ζθ (8)

where the pseudo-density in isentropic coordinates is defined by r = ρ ∂z/∂θ. To this point no approximation has
beenmade. Consider the typical situation where the vertical gradient of potential temperature is dominated by the
gradient in a background profile, θr (z ), that is only slowly varying in time then one can take ∂θr /∂z out of the time
derivative in (6) to obtain: ∫ ∫∫

∂

∂t
(ζθ ) dA dθ ≈ −

∫ ∮ (
ζθ V + Ĵ

)
.l d l dθ (9)

Note that isentropic coordinate equation (9) appears formally similar to the exact form (6). The unit vector l is
horizontal and therefore only the horizontal components of the vectorsV and Ĵ = J/(∂θr /∂z ) influence the circulation
integral. However, consistent with the hydrostatic approximation we assume thatV.l ≈ Vh .l (i.e., the projection of the
horizontal wind vector onto l is used) and in the non-advective PV flux (4) we approximate ζ| | .l ≈ ζh .l.

Now allowing for the movement of the lateral boundary along isentropic surfaces with velocityVb and the fact
that the bounding isentropic surfaces are at fixed positions in isentropic coordinates, the time derivative can be taken
outside the volume integral in (9) using the Leibniz rule for differentiation of an integral, to give an evolution equation
for Kelvin’s circulation, C, in the presence of non-conservative processes:

d

d t
(C∆θ) = d

d t

∫ ∫∫
r P dA dθ = −

∫ ∮ {
r P (V − Vb ) + Ĵ

}
.l d l dθ (10)

Here,∆θ denotes the separation of the top and bottom boundaries of the volume in isentropic coordinates and C
represents the circulation around the lateral boundary averaged over the isentropic surfaces within the layer. If the
volume is defined such that the lateral boundarymoves with the fluid along the isentropic layer, so thatVb = V, then
circulationmust be conserved if the integral of the normal component of non-advective PV flux (Ĵ) around the lateral
boundary is zero, even if diabatic and frictional processes are acting within the volume. A similar integral of themass
continuity equation in isentropic coordinates gives the evolution of volumemass,M:

d

d t
(M) = d

d t

∫ ∫∫
r dA dθ = −

∫ ∮
r (V − Vb ) .l d l dθ −

∫∫
[rQ ]topbot dA (11)

Note that themass of the control volume can change through diabatic heating on the top and bottom faces which
enables air to cross these interfaces, while a consequence of the PV impermeability theorem is that there is precisely
zero PV flux across these faces.
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F IGURE 1 Schematic relating the inflow and outflow volumes of a warm conveyor belt (WCB) in the thought
experiment ofMethven (2015). The inflow volume encompasses theWCB inflow at the initial time, centred on
isentropic surface θ1 with depth∆θ1 and initial massM1(0). The lateral boundary of the "inflow volume" follows the
horizontal flowwithin its isentropic layer, velocityV1, and loses mass through diabatic transport out of its top face,
resulting in the inflow volume havingmassM1(τ) by time t = τ . The coherent ensemble of trajectories (CET) depicts the
mass transport in the warm conveyor belt crossing from the inflow volume to the higher outflow volume (centred on θ2).
The CET envelope forms amaterial volume following the resolved 3-D flow. The outflow volume is defined such that it
encompasses theWCB outflow at t = τ . The lateral boundary of the "outflow volume" follows the horizontal flowwithin
its isentropic layer, velocityV2, andM2 increases through diabatic mass transport across the bottom face.

2.2 | Conceptual model forWCB inflow and outflow
Methven (2015) introduced a conceptual model ofWCBswhichwas designed to address the question of how latent
heating within aWCB affects the negative PV anomaly of the outflow, and therefore subsequent large-scale dynamics
in the troposphere and lower stratosphere. It uses a construction that centres on the notion of aWCB "outflow volume"
and "inflow volume". Each of these volumes is defined in the sameway as the control volume of Section 2.1 where the top
and bottom faces are isentropic surfaces and the lateral boundary has the same horizontal projection on all isentropic
surfaces within the volume. Figure 1 shows how these two volumes are related. The "outflow volume" is defined such
that it encloses all the air that is transported diabatically from lower levels in theWCB (depicted by the trajectories
in bold lines) in addition to air that follows an almost adiabatic pathwaymoving within the isentropic control volume.
It is assumed that the isentropic layer containing the outflow,∆θ2, is relatively shallow and is no deeper than the net
diabatic heating in theWCBwhich determines the separation between the centre of the outflow, θ2, and centre of the
inflow, θ1. The climatology ofMadonna et al. (2014) supports this hypothesis since in theWCB composites shown it is
found that θ2 − θ1 ≈ 20 − 25K and∆θ2 ≈ 10 − 15K . An outflow reference time is defined, τ , when themajority ofWCB
ascent has finished and themass of the outflow volume at this time is denoted,M2(τ).

A key property of the control volumes is that the evolution equations for circulation (10) andmass (11) are derived
assuming that the upper and lower isentropic boundaries are invariant and the lateral boundary moves with the
horizontal velocity in the isentropic layer (an average over θ at every point around the circuit). So, as the outflow volume
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is followed backwards in time it is constrained to remain within the same isentropic layer and distort with the isentropic
relative motion. If the lateral boundary can be defined such that it encloses theWCB heating at all times, then (10)
shows that the circulation C2 must be conserved.

However, themass of the outflow volume clearlymust increase as the diabatic mass transport in theWCBbrings air
into the volume from lower isentropic layers. Defining the net diabatic mass transport as∆M gives a simple equation
for the upper volumemass:

M2(τ) = M2(0) + ∆M (12)

where t = 0 denotes the “inflow time” when ascent in theWCB begins. Note that since air that has experienced
diabatic heating within theWCB typically mixes with air that has followed amore adiabatic pathway, the initial mass is
non-zero,M2(0) > 0. Themass-weighted average PV of the outflow volume is given by:

〈P 〉2 =
C2∆θ2
M2

(13)

andmust decrease from time 0 to τ since the circulation is conserved,∆θ2 is invariant but themass increases. In
the terminology of Haynes andMcIntyre (1990), the total PV substance (PVS) of the volume (i.e., C2∆θ2) is diluted by
air entering the volume from below such that the PV (analogous to the mixing ratio of PVS) decreases. A surprising
conclusion is that 〈P 〉2 does not depend directly on the initial PV values in the inflow of theWCB - a consequence of the
PV impermeability theorem.

Why then is it found in theMadonna et al. (2014) climatology that on average the PV of the outflow equals the
PV of the inflow? Methven (2015) uses the concept that aWCB is a coherent ensemble of 3-D trajectories (Wernli
and Davies, 1997) to hypothesise that an inflow volume can be identified (with depth∆θ1 centred on θ1) with a lateral
boundary that encloses themajority of the CET at time t = 0. This enables calculation of the initial inflowmass,M1(0),
and if it is assumed that all themass leaving by diabatic mass transport in theWCB ends up in the outflow volume then:

M1(τ) = M1(0) − ∆M (14)

In this construction the diabatic heating on the top face of the inflow volume (which enables theWCB diabatic mass
transport) cannot change the circulation, C1, but since this layer is, at least partially, in the atmospheric boundary layer,
friction is expected to spin-down circulation C1(t ) (in contrast to the outflow volume). A necessary condition for the
average PV of the outflow (at final time) to equal the PV of the inflow (at initial time) is:

C2(τ)∆θ2
M2(τ)

=
C1(0)∆θ1
M1(0)

(15)

One key purpose of this paper is to use observed cases to understand the circumstances under which this relation
is approximately satisfied. It involves defining outflow and inflow volumes appropriately and explaining why their
circulations are related. The theoretical construct above enables us to address and quantify answers to the following
questions:

1. What fraction of mass in theWCB outflow volume (at the outflow time) arrived by diabatic mass transport?
2. Howwell is the circulation of the outflow volume conserved?
3. What is the geometry of the inflow volume (at inflow time) enclosing air that subsequently ascends in theWCB?
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TABLE 1 Summary of case studies. The intensive observing period (IOP) in the NAWDEX campaign and
corresponding cyclones, as named by the Free University of Berlin for Vladiana andWalpurga, as named by the
NAWDEX team for the Stalactite Cyclone and the Frontal-wave Cyclone. The start time for theMetUM forecast used is
shown in each case. The lead time at which the outflow is identified and the isentropic surface at the centre of the
outflow layer (± 5 K as described in section 4.1).
IOP Cyclone Name Forecast start time Outflow time Lead Outflow centre

(t0) (tout) (tout − t0)
3 Vladiana 22/09/16 12UTC 24/09/16 06UTC 42 h 325 K
5 Walpurga 26/09/16 12UTC 28/09/16 00UTC 36 h 330 K
6 Stalactite Cyclone 30/09/16 12UTC 02/10/16 06UTC 42 h 315 K
7 Frontal-wave Cyclone 03/10/16 12UTC 04/10/16 12UTC 24 h 315 K

4. Under what circumstances does the average PV of the outflow approximately equal the PV of the inflow?
5. If the outflow circulation integral is unchanged by diabatic processes, in what ways can heating in aWCB influence

Rossby waves?

3 | METHODOLOGY, DATA AND MODELLING
3.1 | NAWDEXfield campaign and case selection
The four cases used here to investigate heating andmass transport inWCBs and their impacts at tropopause level are
taken from the period of the North AtlanticWaveguide andDownstream Impacts Experiment (NAWDEX). Schäfler et al.
(2018) define the primary hypothesis that the NAWDEX project sought to address: “Diabatic processes have amajor
influence on the jet stream structure, downstream development of Rossby waves and eventually high impact weather.”
Themission focusedmainly on cases where developingWCBs transported air to high latitudes (50-70◦N) in the North
Atlantic sector. In these situationsWCB outflow reaches tropopause level and typically expands the synoptic scale
ridge area. Sánchez et al. (2020) have shown that inmost NAWDEX intensive observing periods (IOPs) the ageostrophic
horizontal wind attributable to the balanced (semi-geostrophic) response to heating advects the tropopause on the
western and northern flanks of ridges, resulting in ridge areal expansion. Therefore, here we focus on the IOPswhere
this behaviour has already been established, summarised in Table 1.

3.1.1 | IOP3
A typical situation in themid-Atlanticwhere a growing baroclinicwave developed aWCBwith strongmoisture transport
angled from southwest to northeast, crossing Ireland and the northern UK on 23 September 2016. During the 22
September 2016, a frontal wave emerged to the north of Newfoundland. This developed into a cyclone propagating
eastward along a baroclinic zone and intensified between the 22nd and 23rd, acquiring the name “Vladiana” from
the Frei Universität Berlin. Coordinated aircraft flights both above and within the system on 23 September 2016
measured cloud-microphysical parameters on cross-sections through theWCB using both in situ and remote sensing
instruments (Schäfler et al., 2018; Oertel et al., 2019). The anticyclonic branch dominated the outflow of thisWCB and
in the late stages the whole ridge in which the outflowwas embedded broke anticyclonically forming a PV dipole over
western Europe (Fig. 2a). Oertel et al. (2020) examined simulated PV anomalies in this case associated with large-scale
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ascent and embedded convection and showed that the convective heating formed an elongated PV dipole with the
negative flank nearest the jet core, as predicted by the theoretical approach in Harvey et al. (2020). Further, they argued
that this PV dipole formed a jet streak altering the large-scale ridge development.

3.1.2 | IOP5
TheWCB in this case was zonally oriented occurring in conjunction with a weak cyclone - namedWalpurga by the
Frei Universität Berlin. The jet streamwas very strong at this time, following the formation of a jet streak in IOP4 in
association with the extratropical transition of tropical storm Karl (Harvey et al., 2020), and theWCB outflow was
entirely into the downstream ridge which did not extend as far meridionally as most of NAWDEX cases. However, this
WCB had a high impact through sustained heavy precipitation in Norway and has been described as an atmospheric
river case due to the importance of the horizontal moisture flux in theWCB impinging on the orography of western
Norway. Figure 2b shows the outflow volume at a stage just before the impact onNorway, illustrating that the ridge is
wide and the outflow volume is relatively narrow in themeridonal direction.

3.1.3 | IOP6
TheWCB in IOP6 developed as an integral part of the “Stalactite Cyclone” - an explosively deepening cyclone, so named
due to the very low tropopause that developed in association with the cyclonic Rossbywave breaking at upper levels.
Latent heating was intense in this case and in the later stages (Fig. 2c) there is a clear signature of both the cyclonic and
anticyclonic branches of theWCB, although dominated by cyclonic over-turning. Maddison et al. (2019) showed that
the downstream block onset over Europewas particularly sensitive to the growth of this cyclone and the representation
of diabatic processes. Blanchard et al. (2020) have shown using a combination of observations from the SAFIRE Falcon
aircraft andmesoscale model simulations that there were 3 distinct types of embedded convection in this case: low
level along the cold front, banded along the bent-back front and mid-level convection. Blanchard et al. (2021) have
shown that it is themid-level convection that contributes to theWCB outflow and formation of an elongated PV dipole
with negative PV next to the jet that enhances jet shear andmaximum speed.

3.1.4 | IOP7
The “Frontal-wave Cyclone” grew rapidly immediately behind the Stalactite Cyclone andwas the focus of IOP7. The
WCB outflow of this cyclone re-enforced the ridge built during IOP6which went on to form a large blocking anticyclone
over Scandinavia (Maddison et al., 2019). At the stage shown in Fig. 2d themain ascent phase in thisWCB has finished
and there is a clear signature of both a cyclonic and anticyclonic branch. However, this is before this new ridgemerges
with the pre-existing ridge from IOP6 as the positive PV filament between them thinned by the straining flow between
the two anticyclonic anomalies.

3.2 | Forecasts with theMetOffice global model
For each IOP case study described above we use the data from a single forecast covering the cyclone development
period, spanning times that will be identifiedwith the beginning ofWCB inflow and the end of the primaryWCB outflow.
The data stems from re-runs ofMetOffice operational global forecasts using theMetOffice UnifiedModel (MetUM)
in the configuration that was operational during NAWDEX. The MetUM uses a global latitude-longitude grid with
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horizontal resolution of 0.15625◦ × 0.234375◦ and 90 unevenly spaced terrain-following hybrid-height levels. The UM
solves the compressible, non-hydrostatic, deep atmosphere equations of motion using a semi-implicit semi-Lagrangian
dynamical core (Wood et al., 2014). Physical processes not resolved or not represented by the dynamics are represented
by a suite of parametrizations (seeWalters et al. (2017) for more details).

3.3 | Trajectories
Air-mass trajectories are calculatedoffline from6-hourlywindfields, output fromtheUMforecasts, using theLagrangian
trajectory tool (LAGRANTO) (Wernli and Davies, 1997; Sprenger andWernli, 2015). LAGRANTO employs an iterative
Euler method to calculate the updated position of the trajectory from the current wind field and thewind field at the
following output time. Themethod sub-steps between two outputs by interpolating the wind fields in time and position.
Here, a 30-minute sub-step is used. LAGRANTO can also calculate back trajectories bymultiplying the wind fields by -1
and stepping backwards.

Modifications to LAGRANTOhave beenmade to allow it to use an arbitrary vertical coordinate (instead of pressure).
This allows us to use theMetUMoutput on its native hybrid-height levels rather than interpolating to pressure surfaces.
The winds output from theMetUM still need to be interpolated to a common position because of the horizontal C-grid
staggering and vertical Charney-Phillips staggering. u and v are linearly interpolated to the center of the C grid then
linearly interpolated to model θ-levels (meaning the model levels on which the prognostic variable θv is stored, as
opposed to isentropic surfaces).w is not interpolated as it is stored at centre points onmodel θ-levels.

Isentropic trajectories are also calculated using LAGRANTO by interpolating the input horizontal wind fields to an
isentropic surface and setting the vertical velocity to zero. This way the trajectories are forced to stay on an individual
isentropic surface. It is worth noting that this only works because the situation is reasonably close to hydrostatic
balance, as discussed in section 2.1 (i.e. Eqn.(9)).

4 | RESULTS
The results of this paper can be described in terms of the schematic Fig 1. Firstly, we identify the volumes, and coherent
ensemble of trajectories connecting these volumes, depicted in Fig. 1. Secondly, we use the identified volumes and
trajectories to calculate integral properties of these volumes as a function of time. Finally, we use these results to infer
the ways in which the heating inWCBs can influence Rossby waves within the constraints of the PV impermeability
theorem. In the following sections, we define an inflow time, t in , and and outflow time, tout, which correspond to times 0
and τ respectively in Fig. 1. This notation is intended to improve clarity and avoid confusion with forecast start time, t0.

4.1 | Defining the outflow volume ofWCBs
WCBs are frequently identified with coherent ensembles of trajectories (CETs) calculated using the 3-D wind field
resolved by amodel. Typically, the CET is distinguished from all other trajectories by checking for a threshold decrease
in pressure over 48 hours (Wernli and Davies, 1997;Madonna et al., 2014). Though useful for distinguishing theWCB
from other features in the flow, we are interested in the entire air mass of the WCB outflow volume including air
masses with weaker ascent. The ascent threshold approach is likely to neglect some air that enters theWCB outflow
by diabatic mass transport. Instead, we start by identifying aWCB outflow as a region of upper tropospheric air that
has experienced net diabatic heating (cross-isentropic ascent). To identify this region, a tracer of the initial potential
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temperature field, θadv, is advected passively, online in each forecast experiment, using the tracer advection scheme
native to theMetUM. The net diabatic heating over the forecast is then calculated as:

∆θ = θ − θadv (16)

as in Chagnon et al. (2013) andMartínez-Alvarado et al. (2016).
Figure 2 demonstrates how the field of∆θ is used to identify theWCBoutflow. The colour shading in Figure 2 shows

the field∆θ on an isentropic surface for each case study. In each case study there is a distinct region with∆θ > 0 in the
tropospheric air of a ridge. TheWCB outflow is distinctive because air which experiences little or no latent heating will
typically have ∆θ < 0 due to the effects of long-wave radiative cooling. Air in theWCB outflowwill also experience
radiative cooling such that older air in the outflowwill have cooledmore and have a lower net heating,∆θ.

TheWCB outflow can be identified by drawing a contour of∆θ = 0. However, there is finescale structure in the∆θ
field that would render the boundary of the outflow volume too convoluted to follow reliably in the back trajectory
calculations that follow. So, before drawing the contour, a moving median filter with a size of 25x25 grid-points has
been applied to∆θ to remove small-scale features. This is a smoothing filter, and removes features with a width of less
than around 250 km. Different filter sizes were tested and the filter size of 25was found to adequately smooth∆θ while
still encircling themajority of the positive∆θ.

Generally, the regions with ∆θ > 0 in Fig. 2 do not cross the tropopause but the smoothing of the field of ∆θ by
themedian filter can have the undesired effect of causing the zero contour to cross the tropopause (2 PVU contour)
and encompass stratospheric air. Therefore, an additional criteria that PV< 2 PVU is also applied to avoid including
stratospheric air in the definition of the outflow volume. Amedian filter with a size of 5x5 gridpoints is applied the PV
field prior to applying this criteria. An advantage of themedian filter over a Gaussianmean filter or other mean filters is
that it better preserves the locations of abrupt changes between regions of different values - typical of the PV field
and its abrupt contrast across the tropopause. Therefore, includingmedian-filtered PV retains the sharp tropopause
boundary. This does notwork sowell where there are filaments of high PVwhich is whywe apply the filter with a smaller
size for PV than for∆θ.

The outflow boundary identification algorithm is run onmultiple isentropic surfaces for each case study (300-350 K
every 5 K).We select isentropic surfaces as outflow layers where there is a large area of diabatic heating in a ridge. The
ridge criteria is to ensure that we are looking at theWCB outflow rather than identifying air masses on lower isentropic
surfaces that are still likely to be in the process of ascending. The resulting outflow volume boundary diagnosed from
∆θ > 0 and PV< 2PVU is shown by the cyan contours in Fig. 2. For each case study we identify three isentropic outflow
layers. The isentropic surface shown in Fig. 2 for each case study is in themiddle of these chosen isentropic surfaces
with the others at ±5K. This covers themajority of the outflow in each case. An exception is IOP7where there are still
large regions of diabatically heated air above the chosen outflow layers. These isentropic surfaces were not included
here because there wasmore diabatically heated air to the west of the outflow region associated with a separateWCB
and the contouringmethod could not separate these two outflows.

In each case study there is a “tail” of high∆θ from the southwest corner of the diagnosed outflow that is excluded by
the smoothing. This is the part of theWCBwhere heating is still active above the cold front at the chosen outflow time,
tout. This is a limitation: it is generally not possible to identify an outflow timewhen the heating in theWCB of interest
has finished, but anotherWCB has not started to influence the ridge. For each case study, the outflow identification was
run at multiple lead times and the chosen outflow timewas taken as the timewhere the contour appearedmost well
defined and captured themajority of theWCB outflow (see Bland (2018) for more details). This is a balance between
identifying all theWCBmass and having an outflowboundary that can be tracked far enough back in time. Also, since the
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F IGURE 2 Identified outflow region for each case study at the outflow time (see table 1). Colour shading in each
figure shows the net diabatic heating of airmasses diagnosed by a tracer of potential temperature (∆θ = θ − θadv) ending
on an isentropic layer from the corresponding forecast. A contour of PV=2 is overlaid with regions of PV>2 shaded in
grey for clarity. The cyan lines show the diagnosed outflow region for the isentropic surface (identified using smoothed
fields of∆θ and PV). The limited area of the data is the range of data archived from theMetUM to cover the NAWDEX
campaign.
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F IGURE 3 The distribution of potential temperature (θ) following 3-D Lagrangian trajectories calculated
backwards from the outflow volume diagnosed in each case study. Only trajectories that have a value of θ at the start of
the forecast (t0) that is below the lower boundary of the isentropic outflow layer are included (i.e., the trajectories that
ascend diabatically into the outflow). The number of trajectories selected from the total set of trajectories is given in
each panel. The "median trajectory" shown for each case is an individual trajectory with themedian net change in θ
(diabatic heating) from trajectories that ascend into themiddle outflow layer.

active “tail” of heating is narrowwhere it intersects the outflow volume boundary (by definition due to the smoothing
approach), it is still expected that its contribution to the boundary integral of the non-advective PV flux (see (10)) up
to the outflow time is small, and elsewhere heating on the boundary is zero, and therefore that the circulation of the
outflow volume is approximately conserved.

4.2 | Tracing the outflow backwards in time

There are two parts of the outflow that we want to trace: the diabatic mass transport into the outflow by theWCB,
indicated by the coherent ensemble of 3-D trajectories in Fig. 1 that originate in the inflow, and the history of isentropic
motion of the outflow volume (the adiabatic pathway). To trace back the path of theWCB, 3-D back trajectories are
calculated from everyMetUM grid point within the lateral boundary of the outflow on each isentropic surface. We
select the subset of these 3-D trajectories that also originate below the lower bounding surface of the outflow layer as
"WCB trajectories":

θtraj(t0) < θ2 −
1

2
∆θ2, (17)
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where t0 is the forecast start time. θ2 is the centre of the outflow volume and∆θ2 is the depth of the outflow volume
following Fig. 1.

Figure 3 shows the distribution of θ for theWCB trajectories. TheWCB trajectories show steady diabatic heating
over the course of the WCB with an average diabatic heating of ≈ 10 − 15 K. This is lower than the 20 K found by
Madonna et al. (2014) but we would expect the average to be lower since we are considering all the airmasses that
ascend diabatically into the outflow rather than those with net ascent above a threshold. For the same reason, we also
see that the initial points of theWCB trajectories are spread over a larger vertical extent here. However, we also can
not rule out that some of theWCB ascent has occurred prior to the start of the forecast. We are looking at a shorter
time period than the usual 48h used to detectWCBs from trajectories and in all cases, except IOP3, the distribution of θ
is increasing from the start of the forecast. The distribution of θ increasing implies diabatic heating and ascent occurring
in theWCB andmay be occurring prior to the forecast start time.

To trace the isentropic motion of the outflow volume, isentropic back trajectories are calculated from the same
gridpoints as the 3-D trajectories. By definition, all the of isentropic back trajectories must remain within the boundary
of the control volume constrained to the isentropic layer θ2 ± 1

2∆θ2 , as depicted in Fig. 1. In contrast, θ will change along
the 3-D back trajectories, reflecting diabatic heating or cooling. If each 3-D trajectory is comparedwith an isentropic
back trajectory from the same grid-point, the horizontal projection of their paths will also differ as the 3-D trajectory
moves to different isentropic surfaces, given that there is shear in the horizontal wind between the isentropic surfaces.

Figure 4 shows the horizontal displacement of 3-D back trajectories relative to their corresponding isentropic back
trajectories versus displacement in θ below the outflow. In all cases, themaximum trajectory number density in the plots
is near the origin, corresponding to 3-D back trajectories that are approximately adiabatic (∆θ ≈ 0) and therefore can
have little horizontal displacement relative to the isentropic trajectories. However, the 3-D trajectories that experience
heating showhorizontal displacements that are correlatedwith the net heating. There is strong variation between cases,
with the least horizontal displacement in IOP5 that was characterised by strong zonal flow and a broad, large-scale
ridge, and most displacement in IOP7, characterised by a rapidly developing cyclone with the strongest heating on
average. The implication is that the baroclinic shear across isentropic surfaces intersected by theWCB is weak in the
weak cyclone development case IOP5, and strong in IOP7where baroclinic growth is fastest.

Another branch of trajectories, with relatively small populationwithin the outflow volumes defined, is distinguished
by 3-D trajectories originating much further west and experiencing weak cooling. Examination reveals that these
trajectories travel close to the core of the jet stream, experiencing radiative cooling. Although the cooling is weak, the
wind shear is strong immediately below the jet core. It is found that the 3-D trajectories originate further away than the
corresponding isentropic trajectories because they begin in the jet core and descend slowly out of it en route to the
outflow volume.

4.3 | Defining theWCB inflow volume
An inflow volume is sought that at an earlier "inflow time", t in , contains themajority 3-D trajectories associated with the
WCB, as depicted in Fig. 1. The inflow time is identifiedwith the timewhen substantive heating begins along the 3-D
trajectories associatedwith theWCB (Fig. 3); however, as discussed in section 4.1, theWCB heating is already active
from the start of the forecast in most of the cases. Therefore, the inflow time used in Fig. 3 is the same as the forecast
start time, t0, although the inflow time definition will be refined later.

To define the inflow volume, we first select the subset of 3-D trajectories that meet the criterion for "WCB
trajectories" (17); therefore the same trajectories as shown in Fig. 3. The inflow volume is then defined as the lateral
boundary enclosing the horizontal projection of all theseWCB trajectory points at the inflow time and is shown by the
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F IGURE 4 The difference in θ and horizontal position ( |∆x | = r · √(cos(φ)∆λ)2 + (∆φ)2) between the 3-D
trajectories and the corresponding isentropic back trajectories released frommatching coordinates in the outflow
volume at the outflow time (tout). Differences are shown for trajectories tracked back to the forecast start time, t0. In
contrast to Fig. 3, all trajectories are shown not just trajectories that experience net heating; however, some of the
isentropic trajectories move out of the data domain so are not included. The number of trajectories selected out of the
total set is given in each panel. The difference in horizontal position is multiplied by the sign of the displacement in
longitude to distinguish air masses that start east of the outflow volume ( |∆x | > 0) or west of the outflow volume
( |∆x | < 0). ∆θ < 0 here implies that the trajectories originate at lower θ than the outflow.
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magenta curve in Fig. 5.
The cyan curve in Fig. 5 shows the outflow (upper isentropic) volume at the inflow time. The outflow volume

shown is derived by drawing a lateral boundary enclosing the horizontal projection of the isentropic back trajectories
originating from all gridpoints within the outflow volume at the outflow time. A remarkable finding is that the inflow
volume defined using the 3-DWCB trajectories is mostly over-lapping with the footprint of the outflow volume (at
inflow time) identified using isentropic trajectories. However, there is a clear shift in the inflow boundary relative to
the outflow volume boundary, especially in IOP6 and IOP7, where the outflow volume at the inflow time is further
upstream than the locus of the inflow volume. This behaviour was anticipated byMethven (2015) in Fig. 1 due to wind
speed generally increasing with height beneath the jet stream core.

The overlap of the inflow and outflow volumes at the inflow timemay also be exaggerated by treating trajectories
with relatively small ascent as part of the inflow. The dashedmagenta line in Fig. 5 shows the inflow volume boundary
found if we only select trajectories that start at least 10 K below the lower boundary of the outflow volume. This
sub-selection of inflow trajectories has amore pronounced shift relative to the outflow boundary which decreases the
overlap in IOP6 and IOP7. However, in IOP3 and IOP5 the overlap of the inflow volume with the outflow volume is
largely unchanged.

In summary, it is possible, in the diverseWCB cases examined, to identify an “inflow volume” possessing a coherent
lateral boundary at the inflow time. However, the inflow layer defined here can span all isentropic surfaces below the
outflow layer. Surprisingly, given the strong shear environment at the cold front associated with eachWCB, the lateral
boundary of the inflow volume at inflow time is quite similar to the lateral boundary of the outflow volume at the same
time. One plausible explanation is that air in theWCB “slides” up the frontal surface as it experiences condensation and
latent heating associated with ascent. While there is strong shear across the sloping frontal surface,WCB trajectories
do not cross the frontal surface and so the difference in horizontal winds between theWCB inflow and outflow is much
smaller than the cross-frontal shear. For example, see the frontal cross-section and set of WCB trajectories points
shown inMartínez-Alvarado et al. (2014).

4.4 | Integral properties of theWCB outflow volume
In this section the integral properties of theWCB outflow are calculated. To trace the boundaries of the isentropic
outflow volume, isentropic back trajectories are calculated from nodes along the outflow boundary contour on each
isentropic surface, together tracing the circuit backwards in time. The circulation of the outflow volume is calculated
first using horizontal wind data at the nodes forming the discrete representation of the boundary of the outflow volume.
Since these nodes are also used as the departure points for the isentropic back trajectories, the samemethod can be
used to calculate circulation at any time from the forecast start time, t = t0 , to the outflow time, tout . Kelvin’s circulation
integral is defined by:

C =

∮
uabs · dl, (18)

which we can calculate as a circuit integral around the outflow boundary on each isentropic surface. In detail,
the circulation is calculated from the position and velocity in spherical coordinates (longitude, λ; latitude,φ) using a
trapezoidal method to represent the line integral by sum over nodes (index j ):

C ≈ ∑
j u j · (a + z j ) · cosφj · 1

2
(λj+1 − λj−1) + vj · (a + z j ) ·

1

2
(φj+1 − φj−1) +wj ·

1

2
(z j+1 − z j−1) (19)
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F IGURE 5 Depicting the inflow and outflow volumes associated with theWCB cases. The solid magenta contour is
the lateral boundary of the "inflow volume" at inflow time, t i n (corresponding to the bottom-left volume in Fig 1) which
encompasses the origins of the 3-DWCB trajectories traced backwards from grid-points within the outflow volume.
The dashedmagenta contour shows the inflow volume (at inflow time) calculated for a subset of these trajectories are
at least 10 K lower than the bottom boundary of the outflow volume. The blue contour shows the "outflow volume" at
the outflow time, as in Fig. 5 (corresponding to the top-right volume in Fig 1) and the solid cyan contour is the outflow
volume at the inflow time (corresponding to the top-left volume in Fig 1). Note that some of the isentropic trajectories
are out of bounds at the inflow time in IOP3 and IOP6, cutting the boundary off at the western edge of the domain.
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The inclusion of the vertical velocityw and the addition of the altitude to the earth’s radius in (a+z j ) in these calculations
are consistent with the MetUM being a non-hydrostatic, deep-atmosphere model. The calculation of line integrals
allows us to consider the separate contributions from the relative velocity (urel = (u,v ,w )) and the planetary velocity
urot = (Ω · (a + z ) cosφ, 0, 0) to the total circulation (note that uabs = urot + urel).

The circulation can also be calculated from an area integral of vorticity ζθ defined from Ertel PV using (7). This is
achieved by calculating the area, at each grid box, index i :

Ai =
∑
i

(a + zi )2 · cosφi · dλ dφ (20)

then the volume,Vi = Ai δzi where δzi is computed as the difference between the geopotential height on isentropic
surfaces θi ± δθ

2 . This allows use to calculate themass (Mi ) and circulation (Ci ) of the grid box as:

Mi = ρiVi , Ci =
Mi Pi
δθ
, (21)

The integral of each of these quantities can then be calculated as the sumover all grid-boxes bounded by the outflow
boundary. Note that we do not account for the fraction of box area within the bounding circuit: a grid-box contributes
to the area integral if its centre point is within the circuit.

Figure 6 shows the circulation (comparing both calculationmethods) andmass as a function of time for the outflow
volume in each case study. The outflow time, tout, is marked by the vertical line. The curves stop once the outflow
boundary on an isentropic surface crosses out of the data domain (following isentropic trajectories backwards or
forwards). As theorised, the circulation line integral is approximately conserved during theWCB ascent period (t < tout
whileM2 is increasing) with a fractional variation with time of less than 15%. In contrast, themass increasesmarkedly,
by as much as 80%, through diabatic mass transport from below. There is some disagreement in circulation estimates
at early times before themass increase in the outflow layer starts in IOP5 and IOP6. This inconsistency is attributed
to the volume becoming very long and narrow and sometimes folded, and therefore the numerical integrals become
inaccurate due to the limitations of tracking the circuit using offline back trajectories with 6-hourly wind data.

Changes in the outflow integrals are therefore followed from the "initial ascent time",

ta = tout − ∆t , (22)

when the outflowmass first increases (and circulation integrals are consistent). The values of∆t are shown in Table 2.
The circulation integrals on the top isentropic surface for IOP3 do not agree at any time so the time, ta , is only defined by
themass increasing. This is due to small-scale noise in PV and overturning isentropic surfaces associated with partially
resolved gravity wave breaking in themodel on this layer and above. Similar noise in PV can be seen at tropopause level
above theWCB outflow in theMeso-NH simulations of IOP6 (Blanchard et al., 2021).

In some cases, particularly IOP7, themass of the outflow volume continues to increase after the outflow time. This
is due to diabatic mass transport indicating that theWCB is still active. An outflow volume could be defined at a later
time that encloses this extra diabatic mass transport but we have to balance this consideration with being able to track
the outflow volume backwards in time. Although this highlights the difficulty in defining a fixed outflow time for aWCB,
it is unimportant for the results shown here. The important result is that the circulation is approximately conserved
in the outflow volume up to the selected outflow time. An outflow volume could still be defined at a later timewith a
larger area to encompass this additional diabatic mass transport. However, since there are limitations in how long we
can track these volumes, the outflow time is defined at a timewhenwe can capture themajority of the diabatic mass
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F IGURE 6 Circulation andmass of the outflow volume as a function of time for each case study. The solid lines show
circulation calculated using a line integral around the isentropic trajectories initialised on the boundary of the outflow.
The dashed lines show circulation (andmass) calculated using integrals over the area enclosed by the isentropic
trajectories (assuming a ±1K spacing in height to calculate themass). The vertical line shows the outflow time, tout, for
each case study; theWCB is active before this time.
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transport associated with theWCB and the volume is not too convoluted through advection.
Figure 7 shows the bulk properties of theWCB outflow defined bymass-weighted averages. The average isentropic

density, PV, absolute and relative vorticity are calculated as follows:

〈r 〉2 =
M2

A2∆θ2
; 〈P 〉2 = C2∆θ2M2

; 〈ζ 〉2 = C2A2 ; 〈ξ 〉2 = 〈ζ 〉2 − 〈f 〉2 (23)

where 〈f 〉2 stands for the Coriolis parameter averaged over the area of the outflow. The incoming diabatic mass flux
contributes to both an increase in isentropic density (reduction in static stability) and also an increase in outflow area
associated with horizontal divergence:

∆M
Ma

=
∆r

〈r 〉a
+
∆A

Aa
(24)

Here the increases are described as fractional increases relative to values at the earlier “ascent time”, ta = tout − ∆t .
This corresponds to the timewhen the outflowmass,M2, starts increasing (and circulation estimates are consistent).
Circulation conservation also implies that:

∆ζ

〈ζ 〉a
= −∆A

Aa
(25)

so that absolute vorticity must decrease as outflow area increases. This also implies that the relative vorticity of the
outflow volumemust becomemore negative (anticyclonic). From (24) alone it is not possible to determine the partition
of themass increase between increasing density and area. However, from the PV definition (8) it is possible to express
the fractional PV anomaly associated with the diabatic mass flux as a partition between vorticity and density anomalies:

∆P

〈P 〉a
=

∆ζ

〈ζ 〉a
− ∆r

〈r 〉a
= −∆MMa

(26)

The insight into balance associatedwith PV invertibility that comes from quasi-geostrophic theory then indicates
that there is approximate equipartition between the vorticity and stratification (or isentropic density) anomalies in
the situationwhen the PV anomaly is approximately isotropic in 3-D (and the height axis is re-scaled by N /f ). When
the PV anomaly is shallower then there is more amplitude in the stratification anomaly; when it is deeper then is more
amplitude in vorticity. Substituting (25) into (26) it is then immediately clear that PV inversion also determines the
partition of the diabatic mass increase between density increase and fractional area increase.

Table 2 summarises the relative change in integral properties of the outflow volume for each case study during the
timewindow ta ≤ t ≤ tout. The change inmass is much greater than themagnitude of change in circulation, except for
the top isentropic layers in all IOPs where the circulation changes have greater magnitude (although still smaller than
mass increase) and can also be quite inconsistent between the contour integral and area integral estimates (related to
small scale noise in model PV on these higher levels just beneath the tropopause, as explained above).

In the cases examined, the fractional area increase is considerably greater than the isentropic density increase.
Although the circulation integral for the outflow volume is approximately unchanged by theWCB heating, there are still
threemajor influences of the diabatic mass transport:

1. Outflow area increases as a result of horizontal divergence; the result is that the larger the area becomes the
greater its anticyclonic flow anomaly as measured by average relative vorticity.

2. Diabatic mass transport enables air to cross to higher isentropic surfaces. The increased altitude of the low PV air
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F IGURE 7 Time series ofWCB outflowmass (M ), area (A), average isentropic pseudo density (r ), and relative
vorticity (ξ). Shown as a fractional change relative to an earlier ascent time, ta = tout − ∆t with the anomaly of relative
vorticity (ξ) shown relative to the absolute vorticity (ζ) at ta. The value of∆t used for each case and outflow level is
shown in Table 2. The vertical line shows outflow time, tout, for each case study.
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TABLE 2 The percentage change in circulation (C ), mass (M ), area (A), absolute vorticity (ζ), planetary vorticity (f ),
and relative vorticity (ξ) of the outflow volume across the four considered cases. Changes are given as a percentage
change relative to the value at an earlier ascent time, ta = tout − ∆t . θ is the isentropic surface considered in Kelvin. The
change in circulation shown is that calculated from the line integrals with the circulation from the area integrals in
brackets. Note that the change in the relative and planetary vorticity is shown relative to the absolute vorticity, ζ, at
time ta.
Case ∆t (hr) θ (K) ∆C

C (ta)
∆M
M (ta)

∆A
A(ta)

∆ζ
ζ(ta)

∆f
ζ(ta)

∆ξ
ζ(ta)

IOP3 36h 320 -12.3 (-2.2) 65.4 32.7 -26.3 23.6 -49.9
30h 325 -2.2 (25.0) 67.4 42.7 -12.4 35.9 -48.3
18h 330 18.1 (17.7) 26.8 23.3 -4.6 11.8 -16.3

IOP5 30h 325 14.8 (4.2) 31.2 17.6 -11.4 44.2 -55.6
30h 330 -6.6 (5.2) 78.2 71.5 -38.7 49.2 -87.9
12h 335 -29.1 (-24.7) 39.5 59.0 -52.6 42.0 -94.6

IOP6 24h 310 0.6 (-12.8) 15.4 28.5 -32.1 10.4 -42.5
24h 315 -10.6 (-16.0) 48.9 49.5 -43.8 10.5 -54.3
30h 320 -38.2 (-23.4) 67.3 57.3 -51.3 12.6 -63.9

IOP7 24h 310 -3.4 (-15.2) 10.0 12.9 -24.9 9.9 -34.8
24h 315 -8.0 (-15.0) 36.8 33.0 -36.0 11.3 -47.4
18h 320 -10.1 (-7.6) 16.9 15.5 -20.0 11.4 -31.4

makes it more anomalously negative in PV relative to air elsewhere at the same latitude and altitude.
3. On the higher isentropic surfaces reached due to heating, theRossbywave breaking behaviour is different - typically

the anticyclonic branch becomes stronger relative to the cyclonic branch of theWCB on higher surfaces.

Note that the relative vorticity becomesmore negative as a result of both the area increase of the outflow volume
and the adiabatic change arising from the poleward displacement of the whole circuit, such that the average Coriolis
parameter within the circuit increases and the relative vorticity decreases by a corresponding amount. In this way, the
roles of meridional advection and divergent outflow in the anomalous vorticity pattern of a Rossby wave are apparent.
By comparing the∆ζ and∆f columns of Table 2, it can be seen that the “area expansion” and “poleward displacement”
contributions to the anticyclonic relative vorticity anomaly are similar in magnitude. The adiabatic contribution from
poleward displacement is greater in IOP3while the area expansion contribution is greater in IOP6 and IOP7. The total
relative vorticity contribution is large, reaching almost 100% of the initial absolute vorticity of the control volume in
IOP5.

4.5 | Relating PV of theWCB outflow to the inflow
The fourth question posed in Section 2 is why it is found in composites of many cases that the average PV of theWCB
outflow is approximately equal to the PV of the inflow (Madonna et al., 2014). This amounts to explainingwhy (15) holds.
The first step is to explain why the circulation of the inflow volumemight be related to the circulation of the outflow. A
key finding is that, at the inflow time, the lateral boundaries of the outflow volume (traced backwards using isentropic
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trajectories) and theWCB inflow volume (defined using 3-D back trajectories from the outflow volume) are similar
so that there is large overlap in the horizontal projection of both volumes (Fig. 5). Circulation is defined by the circuit
integral of velocity around these boundaries. Since the two circuits are similar at the inflow time andmove similarly
over the next few hours, it is plausible that the velocities on the two circuits are sufficiently similar that the circulation
integrals at inflow time are approximately equal:

C1(t in) ≈ C2(t in) = C2(tout) (27)

A caveat to this conclusion is that the circulation is the integral of the tangential component of velocity at every
point around the circuit, while this component cannot move the circuit. So it would be possible in principal to construct
a flow where the circulations differ even though the circuits move together. However, since the large-scale flow is
dominated by its non-divergent component this is unlikely. Note that the last step in (27) comes from the conservation
of circulation for the outflow volume, which has been demonstrated to hold to a good approximation using the data
(Fig. 6). Therefore, the circulation terms on both sides of (15) are approximately equal, reducing the equation to:

M2(tout)
∆θ2

≈ M1(t in)
∆θ1

(28)
〈r 〉2 (tout)A2(tout) ≈ 〈r 〉1 (t in)A1(t in) (29)

Note that the second form of this equation comes directly from the definition of average isentropic density. No
knowledge is required on the final state of the inflow volume. Although it was argued above thatA1(t in) ≈ A2(t in), there
is no clear relation toA2(tout) other than it is expected thatA2(tout) > A2(t in). Also, there is not a clear relation between
the densities other than the climatological expectation that isentropic density is greater in the lower troposphere,
〈r 〉1 > 〈r 〉2 (at any time).

Now examining the NAWDEX cases, Figure 8 shows the average PV calculated in evenly spaced isentropic layers
bounded by the lateral contour of the outflow volumes (cyan symbols) and the inflow volumes (magenta symbols). The
inflow volume PV increases as a result of diabatic mass flux out of the volume and the concentration of PV substance. In
contrast, the outflow volume PV decreases from the time ta = tout −∆t , when theWCBoutflowmass increase begins, to
the outflow time, tout, as a result of dilution of PV substance. Note that the outflow is not followed to times earlier than
ta because of numerical issues in calculating the circulation at earlier times and the outflow volume also leaves the data
domain in some IOPs. In IOP5 and IOP7 it is the case that the PV of the outflow at tout is approximately equal to the PV
of the inflow layers at t in, especially those that subsequently experience the greatest diabatic mass flux divergence and
PV concentration. In IOP3 and IOP6 the PV of the outflow at final time, in all layers, is distinctly lower than the PV of all
inflow layers.

Returning to (28) it is found in the climatologicalWCB composites ofMadonna et al. (2014) that∆θ2 ≤ (θ2 − θ1).
Therefore, if the top of the inflow adjoins the bottom of the outflow layers, at θ2 − 1

2∆θ2, it is reasonable to suppose
that ∆θ1 ≈ ∆θ2. If this is the case then (28) holds if the mass of the outflow (at outflow time) equals the mass of the
inflow (at inflow time), i.e.,M2(tout) = M1(t in). The finding from the NAWDEX case studies is that the circulation of
the upper-level outflow volume is indeed conserved in the presence of theWCB heating but that consistent outflow
and inflow volumes can be definedmeeting the specifications of (28) only in some cases. In theWCB cases with the
strongest diabatic mass transport (IOP3 and IOP6) the outflow is still relatively shallow, but with a large influx of mass
from lower isentropic layers, giving rise to largerM /∆θ than the inflow volume (encompassing the layers that theWCB
trajectories originate from at the inflow time). The consequence is that the average PV of the outflow ends up smaller
than that of the inflow (at t in) in these cases.
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F IGURE 8 The average PV of the outflow (cyan) and inflow (magenta) volumes for each case study. The arrows
show the change in PV leading up to the outflow time (Fig.2). Note that the outflow volumes are traced back to the
"initial ascent time", ta = tout − ∆t , when outflowmass begins to increase, where∆t is given in Table 2. The inflow
volume is followed from an earlier "inflow time" shown in Fig. 5 corresponding to the start of theMetUM forecasts.
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F IGURE 9 A schematic showing the impact of diabatic effects in aWCB on a Rossby wave. a) Circulations
self-induced by the PV anomalies of an adiabatic Rossby wave and consequent westward propagation of the pattern. b)
Distortion of thewave shape arising from diabatic mass transport in theWCB: nonlinear advection of the tropopause by
divergent outflow on the western flank of the ridge and the effect additional anticyclonic vorticity on its eastern flank.

4.6 | Role ofWCB outflow in Rossbywave evolution
How do the changes in theWCB outflow volume then go on to influence the Rossby wave evolution? Figure 9 illustrates
the typical influences of diabatic processes on the structure of a Rossby wave at tropopause level. Panel (a) presents the
canonical situation of an adiabatic Rossby wave (Hoskins et al., 1985). The bold contour represents an isoline of PV
situatedwithin the strongPVgradient zone associatedwith the jet stream. Where air has been displaced northwards (up
the page) it has lower PV values compared with its surroundings because PV is materially conserved and has a positive
meridional gradient. Through inversion, the negative PV anomaly is associatedwith anticyclonic relative vorticity as
well as lower static stability. Where air has been displaced southwards it has a positive PV anomaly which is associated
with cyclonic relative vorticity through PV inversion. Themeridional (cross-jet) motion induced by the chain of vorticity
anomalies results in displacement of the PV contours through advection to give rise to the dashed contour a short time
later. The net result of the induced motion is to propagate the PVwave pattern towards the west; the Rossby wave
propagationmechanism. At the same time the strong westerly flow associated with the jet stream (and the existence of
the PV gradient) advects thewhole pattern eastwards. For wavelengths characteristic of synoptic scale waves, zonal
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advection by the basic flow is stronger than propagation and so the pattern translates eastwards, but at a slower speed
than the jet stream flow.

There are several key points about the adiabatic situation shown. The flow self-induced by the PV anomalies is
directly in the cross-jet direction at the nodes between the vorticity anomalies. If the PV-wavewere sinusoidal, then the
self-inducedmeridional wind patternwould also be sinusoidal but shifted 90 degrees in phase to the east. Therefore, the
linear response to the wave pattern in isolation would be for it to propagate without changing shape. In the schematic
the positive anomalies are shown deliberately narrower than the negative anomalies. This behaviour is predicted by
semi-geostrophic theory (e.g. Hoskins and James (2014)) where the advection of dynamic variables by the ageostrophic
wind is included (in contrast to quasi-geostrophic theorywhere there is symmetry between the cyclonic and anticyclonic
anomalies). The disturbance is typically part of a baroclinic wave, representing the upper counter-propagating Rossby
wave (CRW) with PV anomalies focused at tropopause-level (Heifetz et al., 2004). The meridional wind induced by
a lower CRW, existing on the low level meridional temperature gradient, can result in growth, decay or change in
the propagation rate of the upper CRW. However, while central to growth, the winds induced by the lower CRW at
tropopause-level are muchweaker that the winds self-induced by the upper CRWand so are not explicitly represented
in this schematic.

Panel (b) illustrates how the symmetry is disturbed and the wave structure changed through diabatic influence. The
WCB air stream ascends to the level of the upper Rossby wave and transports mass diabatically into the outflow volume
which is already characterised by lower PV than average (due to themeridional displacement of air). The increase in
outflowmass results in even lower static stability, but also in divergent horizontal outflow. The additional divergent
flow typically results in a greater component of velocity oriented across the PV gradient from troposphere towards
stratosphere on the western flank of the ridge (Grams and Archambault, 2016; Sánchez et al., 2020). Additionally,
the enhanced anticyclonic vorticity associated with the outflow area increase (item 1 above) turns the downstream
wind vectors anticyclonically. In our case studies, we found that the changes in vorticity are typically much larger than
the changes in static stability and the contribution to this from area expansion is comparable to the change due to
meridional displacement (Table 2). The net result of nonlinear advection is to produce the dashed curve where the ridge
is typically distorted so that its northwest flank expands while its eastern flankwraps anti-cyclonically.

This schematic matches closely the structure of Rossby wave composites obtained for forecast bust flow situations
by Grams et al. (2018). The forecast busts are associated with a tendency to under-predict the onset of dipole blocking
on the downstream side of a ridge. Sánchez et al. (2020) have shown that predictability barriers, characterized by the
faster growth of ensemble mean error than ensemble spread, are associated strongly with enhanced diabatic influence
on tropopause advection. The sense of the error in the cases shown there is that the ridge expansion and anticyclonic
turning downstream are both under-predicted, and at the same time diabatic influence is too weak in the forecasts for
lead times greater than two days such that forecasts at longer lead times lookmore like panel (a).

5 | CONCLUSIONS

The purpose of this work was to examine the ways in which latent heating and diabatic mass transport within the
warm conveyor belt (WCB) of cyclones can alter the evolution of Rossbywaves on the jet stream at tropopause level.
WCBs typically transport air polewards and their outflow enters the upper troposphere on the western and northern
flank of ridges in Rossbywaves. TheWCB outflow has anomalously low PV comparedwith air elsewhere at the same
latitude and isentropic surface. However, the PV impermeability theorem of Haynes andMcIntyre (1987, 1990) shows
exactly that there can be no flux of PV across isentropic surfaces at any point (see Eq. 5). This raises a conundrum: how
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F IGURE 10 A realisation of the schematic in Fig. 1 fromMethven (2015) using data from IOP3. The cyan contours
show the outflow volume (on isentropic surfaces 325K ±5K). The dashed cyan lines show the isentropic back
trajectories (every 50th) tracing the boundary of the outflow volume at the outflow time, tout , back to the inflow time, t in .
The coloured lines show the 3-D back trajectories (every 250th) from gridpoints within the outflow volume at the
outflow time, tout, that trace back to below 320K at the inflow time, t in and are consideredWCB trajectories. The
magenta contours show the inflow volume (on isentropic surfaces 300-315 K) determined as the area enclosing the
horizontal projection of themajority of theWCB trajectories at the inflow time, t in. The dashedmagenta lines show the
isentropic forward trajectories (every 50th) tracing the boundary of the inflow volume at the inflow time, t in, forward to
the outflow time, tout.
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can diabatic mass transport influence Rossby wave patterns and their evolution if there can be no flux of PV across
isentropic surfaces?

The problem is examined by identifying the WCB outflow at “outflow time”, tout, as bounding air in an upper
tropospheric ridge that has experienced net heating over the last few days. Back trajectories were calculated from this
WCB outflow using two approaches. Isentropic back trajectories from the lateral boundary of the outflowwere used to
trace an "outflow volume" backwards in time, this control volume being constrained to remain within the isentropic
layer. Back trajectories using the full 3-Dwinds resolved by theMetUMwere calculated from all grid-points within the
outflow volume to trace theWCB air mass backwards in time. Then the integral properties of the outflow volume are
calculated including circulation, average potential vorticity (PV), isentropic density, areal extent and average relative
vorticity. The calculations are framed in terms of the conceptual model ofWCBs proposed byMethven (2015) (see
Fig. 1) and one aim is to investigate the extent to which the conceptual model, and the implications that stem from it, are
applicable to diverseWCB cases. Figure 10 is a realisation of the schematic usingmodel data from the NAWDEX IOP3
case study illustrating that it is possible to identifyWCB outflow and inflow volumes and test the predictions of the
theory.

Five specific questions were posed following the development of the theory in Section 2 and conclusions will now
be drawn on each question in turn:

1. What fraction ofmass in theWCB outflow volume (at the outflow time) arrived by diabatic mass transport?
Outflow volumes were defined using a θ-tracer running online within theMetUM to identify coherent regions that
have experienced net diabatic heating during the forecast. The smoothed boundary of such regions defined the
lateral boundary of the outflow and the “outflow time” (tout) was associated with amarked decline in heating active
within theWCB, but before anotherWCB affected the same synoptic scale ridge. The proportion of outflow air
experiencing diabatic mass transport varies greatly between cases. During NAWDEX, which was an active season
characterised by Rossby wave breaking events with low predictability (Schäfler et al., 2018; Sánchez et al., 2020),
the events with greatest diabatic mass transport were the Vladiana Cyclone (IOP3) and the rapidly deepening
Stalactite Cyclone (IOP6). In these cases themass of the isentropic "outflow volume" increased by 40-60% (relative
to inflow time) by diabatic mass transport into the volume from below in theWCB. Across the cases examined, and
depending on the isentropic layers considered, the diabatic mass transport fraction varied between 10% and 80%.

2. Howwell is the outflow volume circulation conserved?
In the cases examined, the fractional change in circulation, between the inflow and outflow time, varied by less than
15%. The size of variation is no larger than inconsistency between numerical estimates from the circuit integral
of velocity around the outflow volume, or an area integral of vorticity on isentropic surfaces within the volume.
Circulation was less well conserved in the top isentropic layer of the identified "outflow volumes" and this was
attributed to small-scale noise in themodel PV field associated with partially resolved gravity wave activity.

3. What is the geometry of the inflowvolume (at inflow time) enclosing air that subsequently ascends in theWCB?
An “inflow time” was identifiedwith the beginning of substantial diabatic heating within theWCB. TheWCBwas
identified with the trajectory subset that originated from below the isentropic layer of the outflow, at inflow time.
The lateral boundary of the “inflow volume” was defined as an envelope surrounding the horizontal locations of the
WCB trajectory ensemble at inflow time. A surprising finding was that, at the inflow time, the lateral boundaries of
the outflow and inflow volumes are similar to the extent that the areas associated with the horizontal projections
of both volumes are largely over-lapping. This was true in all the cases examined. However, in contrast to the
conceptual model, the origin ofWCB trajectories was spread over a large vertical extent rather than being confined
to a shallow isentropic layer at low levels.
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4. Under what circumstances does the average PV of the outflow approximately equal the PV of the inflow?
The core of the explanation relates to two properties of the circulation integrals. Firstly, at the inflow time the
circulation integrals around the inflow and outflow lateral boundaries are approximately equal, deduced from
the fact that the horizontal projections of the two volumes are similar and follow each other for a few hours after
inflow time. However, this is not a rigorous argument and the relationship is only approximate. Secondly, the
circulation of the outflow volume is conserved as a consequence of the PV impermeability theorem (or Kelvin’s
circulation theorem generalised to include diabatic and frictional processes). Therefore, the circulation of the
outflow approximately equals the circulation of the inflow (at inflow time). In some cases, there is some freedom to
vary the inflow volume boundaries such that themass of the inflow (at initial time) equals themass of the outflow
(at final time) and also the isentropic layer thickness of the two volumes is the same (∆θ1 = ∆θ2) while still meeting
the constraint that the inflow encompasses most of the CET that will end up in the outflow. Bringing all these
points together, a consequence is that (15) can be approximately satisfied and the average PV of the outflow
approximately equals the PV of the inflow in IOP5 and IOP7. In IOP3 and IOP6, the average PV of the outflow (at
outflow time) is lower than the PV of the inflow (at inflow time). This is because the 3-DWCB trajectories span a
deeper isentropic layer at “inflow time” (∆θ1) than the outflow layer depth (∆θ2) so that even though the circulation
of the upper isentropic volume is conserved and it is approximately possible to identify an inflow volume satisfying
M1(t in) ≈ M2(tout), Eqn. (15) indicates that the average PV of the upper volume is smaller.

5. If the outflow circulation integral is unchanged by diabatic processes, in what ways can heating in aWCB influ-
ence Rossbywaves?
Although the circulation integral of the outflow volume is approximately invariant, the diabatic mass transport into
the volume has several major effects:
a. The influx of mass into the notional outflow volume from below is partitioned between an increase in density
in isentropic coordinates (a decrease in static stability) and an increase in outflow area (due to additional
divergence in the horizontal flow). Due to conservation of circulation, the increase in areamust be associated
with a decrease in average absolute vorticity and therefore increasingly anticyclonic relative vorticity in the
outflow. It is this relative vorticity change that affects large-scale Rossby wave evolution near tropopause level.

b. The mass influx also dilutes PV substance in the volume resulting in a decrease in average PV. PV inversion
associated with balanced dynamics dictates that the partition between vorticity and stratification anomalies is
approximately even if the PV anomaly of outflow volume has an aspect ratio such that NH /(f L) ≈ 1. Since the
fractional area change is equal and opposite to the fractional vorticity change, balance predicts that the area
increase of the outflowmust be less than themass increase.

c. Diabatic mass transport deposits theWCB outflow on higher isentropic surfaces than would be accessed in an
adiabatic situation. Therefore the low PV characterising the outflow is more anomalously negative compared
with its surroundings at the same latitude and altitude and for this reasonmight be expected to have greater
influence on the flow.

d. The structure of baroclinic waves is such that the anticyclonic branch of theWCB ismore dominant than the
cyclonic branch on higher isentropic surfaces (as suggested by Thorncroft et al. (1993)). Martínez-Alvarado
et al. (2014) has shown by comparing different models and convection schemes that simulations with greater
net heating do indeed exhibit a greater proportion of mass in the anticyclonicWCB branch. Therefore, latent
heating withinWCBs has a fundamental influence on the nonlinear wave breaking behaviour of the baroclinic
waves in which they are embedded.

e. Althoughheatingwithin theoutflowvolume, or diabaticmass transport frombelow, cannot affect the circulation
integral, it can change the distribution of PV and local flow anomalies that can distort the shape of the outflow
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volumewith ramifications for perturbations to the tropopause position and downstream propagation of wave
activity. For example, Oertel et al. (2020) show, in convection-permitting simulations of NAWDEX IOP3, that
horizontal PV dipoles produced by convective heating in large-scale vertical wind shear tend to aggregate into
long PV dipole strips within theWCB outflow. Since the negative pole must always be nearer the jetstream
core (as shown by Harvey et al. (2020)) it is advected faster and as the negative and postive strips separate
vortex roll-up at the ends of the strips can distort the tropopause shape, tending to create a local jet streak and
tropopause-level perturbation.

Note that the identification of theWCB outflow in this study differed from the typical identification ofWCBs using
trajectories (Wernli and Davies, 1997;Madonna et al., 2014). This is because the aim here was to consider the entire air
mass in the outflow, not only air parcels experiencing deep ascent. In our cases we foundmany air parcels that ascended
into the outflow but did not originate in the atmospheric boundary layer and therefore had weaker ascent than the
threshold typically used for identification ofWCBs. However, our definition of inflow, ascent, and outflow times are
fixed times for eachWCB case, whereas, when identifyingWCBs from trajectories, these times would be defined for
each individual trajectory such that inflow, ascent, and outflow can occur at the same time for different trajectories
within a singleWCB. Nevertheless, the origin of mass diabatically ascending into the outflow layer was spread over a
large depth of the lower troposphere. We attempted to use cluster analysis, following Hart et al. (2015), to objectively
identify theWCB trajectories but did not convincingly distinguish a separate cluster of trajectories with stronger ascent.
However, a better choice of metric and reference framemay improve this clustering (e.g. Kremer et al. (2020)).

The definition of inflow, ascent and outflow times were also constrained by how far back we could track the outflow
volume. Although, by definition, trajectories on constrained to isentropic surfaces should not cross, numerical issues
led to convoluted contours that gave inconsistent estimates for the circulation. Increasing the temporal resolution of
the winds used for the trajectory calculations should improve this issue. Amore complicated, but perhapsmore useful,
method in the future could also be to use a contour advectionmethod that adjust the nodes around the contour to keep
a consistent resolution (Waugh and Plumb, 1994).

Figure 9 presents a schematic summary of the influence of diabatic mass transport inWCBs on the structure of
upper-level Rossby waves and the associated meanders of the jet stream, compared with a notional adiabatic flow
situation. In brief, diabatic mass transport into the outflow isentropic layer results in a stronger negative PV anomaly,
expansion in outflow area, especially on the western flank of ridges, stronger anticyclonic relative motion and a greater
propensity for anti-cyclonic turning of PV contours downstream of the ridge.

It is remarkable that in these WCBs cases, with diverse structure and heating intensity, at the inflow time the
horizontal projection of the isentropic outflow volume largely overlaps the inflow volume. The implication is that the
coherent ensemble of 3-D trajectories defining theWCBmass transport follow more or less beneath the “shadow”
of the outflow volume traced backwards within the isentropic layer of the outflow (Fig. 10). There is large vertical
and horizontal wind shear beneath the jet stream and also across the cold front that neighbours theWCB air stream.
Typically,WCB trajectories slide slantwise up the sloping frontal surface as they experience latent heating. It must be
the case that the wind shear evaluated along the frontal surface between the isentropic outflow layer and the level
of trajectories within the WCB is not too great, otherwise the difference in horizontal tracks would not be such a
small fraction of the total distance travelled by the trajectories (Fig. 4). This can be explained partly because theWCB
trajectories remain on the warm side of themain shear of the cold frontal interface at all times.

The conclusions regarding the influence of WCBs on the large-scale flow and Rossby wave development are
insensitive to the finescale details of vertical motionwithin theWCB, including embedded convection. While a trace
constituent, withmixing ratio q , would in general experience a diabatic flux across isentropic surfaces, ρquD , the PV
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impermeability theorem shows that PV behaves in a fundamentally different way and has precisely zero flux normal to
isentropic surfaces (Eq. 5). Convection or other motions, where heating occurs in updrafts, would be expected to result
in a diabatic tracer flux ρq ′uD ′where the overbar denotes an area average on an isentropic surface. If there is a bulk
gradient in tracer concentration with respect to potential temperature, and the correlation length (in terms of θ) of
the turbulent motions is relatively short, then a down-gradient cross-isentropic turbulent flux is expected (Sparling
et al., 1997). For example, Purvis et al. (2003) have shown observational evidence for the rapid uplift of short-lived
hydrocarbon pollution (decay timescales of hours to days) in aWCB crossing western Europe. The concentration of
these compounds above the boundary layer is strongly dependent on embedded convective updrafts within theWCB
because transport is much faster within the updrafts. In contrast, there must be precisely zero cross-isentropic PV
flux at any location. This is important because the occurrence of embeddedmid-level convection is common but highly
variable between cases. For example, Oertel et al. (2020) found that 77% of WCB trajectories in their convection-
permitting simulation of IOP3 passed through convective cloud at some point. Blanchard et al. (2020) showed how all
observed convection with updrafts reachingWCB outflow level in IOP6 initiated at mid-levels within theWCB.While
this mid-level convection can create large amplitude PV dipoles and associated flow anomalies (Oertel and Schemm,
2021), the key here is to be able to define an outflow boundary lying outside the heating onmost of the circuit such that
the effect of these PV dipoles on circulation integrates to zero.

Note that no approximations to the fluid dynamical equations are used to arrive at the PV impermeability theorem
(5) and its integral form (9). Therefore, all that matters to the large-scale dynamics of theWCB problem is the net latent
heating that enables bulk diabatic transport of mass into the outflow isentropic layer. As long the inflow volume can
be defined that contains all themass at the inflow time that subsequently ends up in the outflow volume through the
diabatic pathway, the arguments related to invariance of outflowcirculation and consequences for Rossbywave vorticity
anomalies hold. By defining inflow air to originate from any isentropic surfaces beneath the outflow layer, combined
with the observation from the NAWDEX simulations that the outflow volume (traced back in time but constrained to an
isentropic layer) largely overshadows the horizontal projection of the 3-DWCBback trajectories, it is clear that any
air that experiences sufficient heating, whether it be through large-scale ascent and condensation or in a convective
updraft, will transport mass from the inflow to the outflow volume. Therefore, it is expected that the representation of
diabatic influence on circulation and Rossby wave dynamics is relatively insensitive to the partition between resolved
and sub-grid velocity inmodels and their variation withmodel resolution, comparedwith the dependence of passive
tracer transport. However, the diabatic influence on dynamics will depend on the representation of net heating which
can differ greatly betweenmodels with parametrized or explicitly simulated convection, as indicated by the differences
in precipitation rates and accumulations in many flow regimes.
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